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Abstract

Failures of distributed systems sometimes have drastic effects. Classical
examples are networked embedded systems in flight control and automotive
industry. Recent examples are cloud systems, which contain thousands of servers
built of fault-prone commodity hardware. Reasoning about distributed systems
of such scale is inherently hard, and human intuition is often defeated by the
complexity of the task. A rigorous approach to verification of today’s distributed
systems has to address two questions: (i) How to verify a distributed system
designed for a faulty environment, and (ii) How to verify a distributed system
of real scale, e.g., with thousand components.

These questions are notoriously difficult. Hence, in state-of-the-art system
development, the engineer’s trust in fault-tolerant distributed systems is sup-
ported by two kinds of arguments (in addition to thorough system testing).
First, to reason about safety and liveness of basic distributed algorithms, dis-
tributed algorithms designers write pencil & paper mathematical proofs that
apply to all numbers of processes and faults. Second, to debug designs of dis-
tributed systems, engineers write high-level specifications and run model check-
ers on small instances, which comprise three or four processes and allow one
fault to happen. The problem with this approach is that the actual distributed
systems run hundreds of processes, and thus the classical model checking tools
would miss the bugs that occur in the systems running these large numbers of
processes. To guarantee reliability of such systems, engineers need verification
tools that are both tailored to the mechanisms found in fault-tolerant distributed
algorithms and scale to the realistic system sizes, or all system sizes.

The publications in this habilitation thesis present novel techniques for pa-
rameterized model checking of fault-tolerant distributed algorithms. We were
the first to introduce techniques and tools for model checking of threshold-
guarded algorithms such as reliable broadcast, non-blocking atomic commit,
and one-step consensus. Prominently, our verification results have two features
crucial for the algorithm designers: we have verified both safety and liveness,
and our results hold for all numbers of processes and faults. Moreover, as we
have recently shown, these results can be applied also to automated synthesis
of fault-tolerant distributed algorithms.

This habilitation thesis consists of two journal articles and six peer-reviewed
conference papers. Our new techniques contribute to model checking and pa-
rameterized verification by employing and extending such methods as abstrac-
tion, reduction, acceleration, bounded model checking, satisfiability modulo theo-
ries, counterezample-guided abstraction refinement, and countererample-guided
inductive synthesis.
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Introduction

Distributed systems are now everywhere: in airplanes, cars, phones, houses, and
cloud services. All these systems consist of many interacting components, some
of them can fail. One infamous source of failures are software bugs — logical
errors introduced when writing code. Another source are the failures that are
caused not by the programmer’s oversight, but by the environment itself: power
outages, disk failures, memory corruption, or network misconfiguration. Our
personal computers and handheld devices have indeed become quite reliable —
compare to the earliest computers like ENIAC that had a tube failing once
in two days —and thus it is tempting to believe that building
a distributed system out of these components should be easy. Unfortunately,
this is not true. Failures occur every day in large distributed systems
and Kingsbury|[2014] as well as in supercomputers [Geist|2016]. When a failure

uncontrollably propagates throughout a distributed system, it may freeze the

whole system. Designing fault-tolerant distributed systems has been a subject
of basic research in distributed computing since the late 1970s [Lynch| /1996,
Attiya and Welch|2004]. New distributed algorithms are presented every year

at PODC and DISC — premier conferences on distributed computing.

Fault-tolerance is achieved by replication. To mitigate at most f (Byzan-
tine) faults, one builds a system S(n, f) of n > 3f replicas, out of which at least
the n — f correct replicas have to agree on the result of computation. Lamport,

Shostak, and Pease introduced this as the consensus problem and presented first

consensus algorithms for solving it [Pease et al.[1980]. The distributed comput-

ing literature comprises numerous consensus algorithms, to name a few: the
famous Paxos by [Lamport| [1998], Practical Byzantine Fault Tolerance by
tro et al. [1999], and Raft by |Ongaro and Ousterhout| [2014]. Consensus algo-
rithms lie at the heart of the replicated state machine approach [Schneider(1990,
Lamport|[1978, Lamport et al.|2010] and are run in distributed databases




1 input: v,

broadcast (VOTE,v,) to all processors;

3 wait until n —t VOTE messages have been received ;

if more than %37‘ VOTE messages contain the same value v
then DECIDE(v);
if morethan *3 t VOTE messages contain the same value v,
7 and there is only one such value v

¢ then v, < v;

Underlying—Consensus (v );

V]

Figure 1: BOSCO: Byzantine one-step consensus by [Song and van Renesse
[2008]

bett et al.2013], crypto currencies and distributed ledgers |Garay et al. 2015|
Abraham et al.|[2017], and cloud systems [Chandra et al.[2007].

An example of a fault-tolerant distributed algorithm. As a concrete example,

consider the pseudo-code in Figure |1}, which describes Byzantine one-step con-
sensus (BOSCO) by Song and van Renesse| [2008]. This algorithm works under

the following assumptions:

(a)

(b)

(f)

The distributed system comprises n processes, where n is a parameter. Ev-

ery non-faulty process runs the code of the algorithm.

The environment is asynchronous: There are no bounds on relative proces-
sor speeds as well as times of message delivery. (One assumes, however, that
the non-faulty processes are scheduled infinitely often and that every mes-
sage sent by a non-faulty process is eventually delivered to every non-faulty

process. )

At most t < n/3 processes may be subject to Byzantine faults, that is,
behave in arbitrary way. For instance, they can stop or send arbitrary

messages to the other processes.
Each process p starts with an initial value v, e.g., a natural number.

The processes broadcast their values to all other processes and count how

many messages they have received.

The processes have to eventually decide on exactly one value from the set

{?}1, .. .,’Un}.



As BOSCO runs in the asynchronous environment, there is no guarantee
that every process would eventually decide; otherwise, it would have violated
the famous impossibility result by [Fischer et al.| [1985]. Instead, BOSCO quickly
solves consensus in the “good cases”: (1) when n > 7t, or (2) when n > 5¢ and
there are no faults. In the other cases— when the processes cannot quickly
decide — the processes fall back to a general consensus algorithm such as Paxos,
which is called “Underlying-Consensus” in the pseudo-code. The underlying
consensus algorithm should impose additional requirements on the environment,

in order to guarantee termination.

Pseudocode and paper & pencil correctness proofs. It is standard in the re-
search literature to write algorithms in pseudo code. By doing so, algorithm
designers focus on algorithmic aspects and omit “book-keeping details” such as:
receiving messages, expressing faults, or encoding communication constraints.
Although pseudo code may appear simple, its specification in a formal language
like TLAT [Lamport [2002] or its actual implementation are complex. For in-
stance, the size of Raft code varies dramatically: the pseudo code is just 100
lines, the TLA™ specification is 433 lines, and the implementation in C++ is 31104
lines [Ongaro|2014].

It is common in the distributed computing literature to write mathematical
proofs, in order to convince the peers that a new algorithm is correct. These
proofs are usually sophisticated, as they require one to reason about concurrency,
faults, and temporal behavior of the algorithm. Not surprisingly, the algorithms
and their proofs may contain bugs. For instance, safety and liveness bugs were
found in the earlier versions of Raft. While it is customary to catch these bugs
by peer review, this process is error-prone and requires ingenuity. Thus, there
is a need for automatic tools that would help algorithm designers in ensuring

that their new algorithms are correct.

The techniques and tools of this habilitation thesis contribute to automatic

reasoning about correctness of fault-tolerant distributed algorithms.

Formal specifications and interactive proofs. The need for formal specifica-
tions and rigorous correctness proofs of distributed algorithms was understood
as early as in the 80ies, when Leslie Lamport and Nancy Lynch introduced their
frameworks called Temporal Logic of Actions (TLA) |[Lamport|[1980; |2002] and



IO Automata |[Lynch and Stark 1989, |[Lynch||{1996], respectively. These frame-
works were devised for manually-written proofs and later enhanced with proof
assistants: PVS, Isabelle, and TLAPS. (They were also extended with model
checkers, discussed below.) The strong point of TLA and 10 automata is that,
by design, they are not limited to a specific class of algorithms. But this free-
dom comes with a price tag: the user has to find invariants on the system state
and prove that the distributed algorithm preserves the invariants. This is hard,
as distributed algorithms — especially fault-tolerant algorithms — demonstrate
high degree of concurrency and non-determinism.

Ironfleet [Hawblitzel et al.|2015] and Verdi [Wilcox et al.[2015] are two recent
methodologies that encompass correctness proofs of fault-tolerant protocols and
their implementations. In Ironfleet, state machines are specified in Dafny — an
imperative, sequential language for functional verification with Z3 [Leino| 2010}
De Moura and Bjgrner 2008]. The authors propose TLA-like refinement [Lam-
port|2002] to prove that a distributed protocol satisfies (i.e., refines) its high-level
specification, and the implementation refines the protocol. In Verdi, the user
specifies a distributed protocol and its implementation under assumptions of
the perfect environment — no message losses, no process crashes. Verdi extends
this system with fault-tolerance by applying transformation rules, whose cor-
rectness is proven with Coq [Bertot and Castéran|2004]. In both methods, the
user invests substantial efforts in proof writing that is estimated in lines of code
required to write: (a) the specification, (b) the implementation, and (c) the ac-
tual proofs. For the Ironfleet case studies, these figures are: (a) 1400, (b) 5114,
and (c) 39253. For the Verdi case studies, the figures are: (a) 148, (b) 220, and
(c) 2364.

PSync is a domain-specific language by |Dragoi et al.| [2016] that builds upon
the Heard-Of model by (Charron-Bost and Schiper| [2009]. This language comes
with a runtime environment and thus allows the algorithm designers to exe-
cute their algorithms. Moreover, the algorithms in PSync can be expressed in
the logic called CLL and verified with the semi-decision procedure that was in-
troduced by Dragoi et al|[2014]. As usual, the user has to provide detailed
enough inductive invariants and ranking functions, in order for the verification
procedure to automatically prove the safety and liveness properties.

Recently, [Padon et al| [2017] proposed a verification methodology based
on effectively-propositional logic (EPR). In this methodology, the user has to

specify the distributed algorithm and the invariant candidate in first-order un-



interpreted logic. In case this specification fits into the fragment of EPR, the
verification tool verifies the invariance in a completely automatic way. More-
over, EPR enjoys a finite model property: If a formula in EPR is satisfiable,
then there is a finite structure that serves as a model of the formula. Hence, the
tool produces finite counterexamples, which reflect the nature of the analyzed
systems. The crux of the approach is to fit the specification in EPR. This has to
be done by the user, who has to extend the specification (and the invariant) with
so-called derived relations. The purpose of these relations is to break cycles in
the quantifier alternation graph, which prevent the corresponding formula from
being in EPR. Padon et al.| [2017] applied their methodology and the deductive
verification tool IVy [McMillan|2016] to verify the invariants of several variations

of Paxos.

Model checking. Automatic reasoning about non-deterministic and concurrent
systems that belong to a specific application domain is a stronghold of model
checking. Originally formulated in the 1980s by (Clarke and Emerson| [1981]
and |Queille and Sifakis [1982] as a graph traversal algorithm for proving that a
finite-state machine M satisfies a temporal formula ¢, model checking has been
continuously evolving, e.g., see “Handbook of Model Checking” by |Clarke et al.
[2018]. For decades, research in model checking has been focused on combina-
torial explosion that is caused — in different forms — by non-determinism,
concurrency, and huge state spaces of state machines. Partial remedies to
this problem are offered by the revolutionary concepts such as binary deci-
sion diagrams [Burch et al|/1990] and satisfiability solvers [Biere et al.[|1999,
Bradley| 2012], partial order reduction |Godefroid 1990, Valmari (1991} Peled
1993, predicate abstraction [Graf and Saidi|1997], and abstraction refinement
using satisfiability-modulo-theory solvers [Clarke et al.|2003|, Ball et al.[|2011].
Despite critical role of fault-tolerant distributed algorithms, before our work,
only a few techniques were developed for this domain. In a nutshell, an efficient
model checker for fault-tolerant distributed algorithms has to address the fol-

lowing key problems:

1. General-purpose model checkers for distributed algorithms fall back to
state enumeration, e.g., Spin [Holzmann|2003] and TLC [Yu et al.|[1999],

which suffers from state explosion.

2. Software model checking tools work best on sequential programs, which



have limited degree of non-determinism and no concurrency. That is, they

cannot be directly applied to fault-tolerant distributed algorithms.

3. Many distributed algorithms, including consensus algorithms, are param-
eterized in the number of processes and faults and thus require parame-

terized model checking, e.g., proving Vn, f : n > 3f. S(n, f) = ¢.

The problem of parameterized model checking is particularly hard. In
fact, for many computational models, it is undecidable. In our recent sur-
vey, we reviewed state-of-the-art proofs and techniques for parameterized model
checking [Bloem et al|2015]. Interestingly, these techniques do not apply to
fault-tolerant distributed algorithms, as they were developed for other domains:
token-passing systems, (hardware-like) broadcast systems, centralized systems,

cache coherency protocols, etc.

[The techniques collected in this cumulative habilitation thesis rendered possz’ble}

parameterized model checking of fault-tolerant distributed algorithms.

Related work. Classical model checkers such as Spin by Holzmann, [2003] and
TLC by [Yu et al| [1999] enumerate reachable states of the state machine that
specifies a distributed algorithm, or, more often, its abstraction. Such an ab-
straction is usually constructed manually by the verification expert with respect
to the properties under analysis. These tools can verify distributed algorithms
for a small number of processes, e.g., when run on a 8GB machine, Spin can
verify Dolev-Klawe-Rodeh leader election in rings that contain up to eight pro-
cesses [Attiya and Welch|[2004][Ch. 3]. Similarly, Spin can verify Peterson’s mu-
tual exclusion for systems consisting of up to five processes [Lynch(1996][p. 284].
Owing to combinatorial explosion, state enumeration tools are able to check
transition systems that have up to about a billion of states (depending on the
problem and available memory).

Several consensus and agreement algorithms were verified with model check-
ing for a fixed number of processes. Tsuchiya and Schiper| [2011], Noguchi et al.
[2012] used NuSMYV and Spin to verify the LastVoting algorithm by |Charron-
Bost and Schiper| [2009] and two consensus algorithms with failure detectors
by |Chandra and Toueg| [1996], Mostéfaoui and Raynal [1999]. |Delzanno et al.
[2014] introduced a sophisticated encoding of Lamport’s Synod algorithm |Lam-
port| 2001] in Promela and checked its properties with Spin for systems of up



to six processes. They further proved manually that the properties hold in the
parameterized case as well.

Besides the results presented in this thesis, there are only a handful of results
on parameterized model checking of fault-tolerant distributed algorithms, that
is, proving correctness for an unbounded number of processes n (and in some
cases, for all possible faults f < n/3). Fisman et al.| [2008] showed how to encode
faults in the framework of regular model checking and manually reasoned about
a broadcast algorithm for crash faults. |Alberti et al. [2012] encoded synchronous
broadcast algorithms in the theory of arrays and applied fix point computations
to check these algorithms, though they could not handle arithmetic conditions
such as f < n/3. Alberti et al.|[2016] also considered SMT-based model checking
of counter systems, following up our work |[Konnov et al.[|2015].

Kwiatkowska et al.| [2001], Kwiatkowska and Norman, [2002] verified several
randomized distributed algorithms, including agreement and consensus algo-
rithms. The almost-sure termination arguments were done with the probabilis-
tic model checker PRISM [Hinton et al.2006], for systems of 10-20 processes.
They also used the Cadence SMV proof assistant to show safety of the non-
randomized behavior of the distributed algorithms [Kwiatkowska et al. [2001],
for a parameterized number of processes.

Mari¢ et al.| [2017] investigated consensus algorithms in a version of the
“Heard-of” model by |[Charron-Bost and Schiper| [2009], in which processes exe-
cute in rounds, but not necessarily in lock-step. They have shown that consensus
algorithms in this model have a cut-off property: It is necessary and sufficient
to verify these algorithms up to a precomputed number of processes and faults.
(The cut-off property has been proven for the three properties of consensus, that
is, agreement, validity, and termination.)

Recently, Aminof et al. [2018] introduced abstraction techniques for parame-
terized model checking of fault-tolerant distributed algorithms that work in the

synchronous model of computation.






Overview of the Results

This cumulative habilitation thesis is organized in four parts:

Part I Modeling of Fault-Tolerant Distributed Algorithms and Model Check-
ing by Abstraction. We transfer the classical model checking techniques to
fault-tolerant distributed algorithms. To this end, we model fault-tolerant dis-
tributed algorithms as systems of processes in PROMELA and check these models
with SPIN for small numbers of processes and faults. We investigate soundness of
this modeling under two different assumptions: (1) every message is eventually
delivered, and (2) every message is delivered in a fixed time interval. Finally, we
define parametric interval abstraction on message counters and process counters,
which renders possible parameterized model checking of reliable broadcast.

This part includes three papers presented at: SPIN [John et al. 2013b],
FMCAD |John et al. 2013c|, and VMCAI |[Konnov et al. 2017d|. The results
were also reported as a brief announcement at PODC [John et al.|2013a] and a
tutorial at SFM |Gmeiner et al.[2014], not included in this thesis.

Part[ll: Parameterized and Bounded Model Checking of Threshold-Guarded Dis-
tributed Algorithms with SMT. We introduce a radically new approach to pa-
rameterized verification of fault-tolerant distributed algorithms that count mes-
sages. Owing to problems with scalability of the techniques introduced in Part
we introduce the new model of threshold automata and consider counter systems
of threshold automata with a specific form of acceleration. For such counter sys-
tems we show that they have bounded diameters, which enables verification of
the abstract systems from Part [ with SAT-based bounded model checking.
We improve this result by showing that for reachability properties, it is
necessary and sufficient to consider representative bounded executions, that is,

the executions that follow precomputed schemas. Interestingly, one can encode



schemas in linear integer arithmetic and thus eliminate counter abstraction.
In practice, this speeds up verification dramatically. Finally, we extend these
results to safety and liveness properties that can be encoded in a fragment of
linear temporal logic with F and G. Due to these results, we have verified safety
and liveness of 10 threshold-guarded fault-tolerant algorithms.

Part [} includes one conference paper presented at POPL [Konnov et al.
2017b] and two journal articles published in Formal Methods in Systems De-
sign [Konnov et al.|2017a] and Journal of Information & Computation [Konnov
et al.|2017¢c|. The journal articles extend the results that were presented at three
conferences: CONCUR, CAV, and PSI [Konnov et al. 2014; 2015 2016b|. For

this reason, these three conference papers are not included in the thesis.

Part[lll: Parameterized Synthesis of Threshold-Guarded Distributed Algorithms.
We consider the problem of automatically synthesizing guards in threshold au-
tomata. The approach introduced in Part [[I] is crucial for synthesis: we have
integrated Byzantine model checker with a synthesizer in the counterexample-
guided inductive synthesis loop. Using this synthesis technique, we have auto-
matically generated all possible threshold guards for reliable broadcast, hybrid
broadcast, and Byzantine one-step consensus (BOSCO).

Part[[T]]includes the paper that was presented at the conference on Principles
of Distributed Systems (OPODIS) |Lazic et al.[2017].

Part [V: Parameterized Extension of Behavior-Interaction-Priority Framework.
We extend the framework of Behavior-Interaction-Priority (BIP) to the param-
eterized case. To this end, we introduce First-Order Interaction Logic (FOIL),
which allows one to specify component interactions as first-order formulas. We
show that FOIL can express rendezvous, synchronous broadcasts, token passing,
etc. in parameterized systems. FOIL can be used for identifying parameterized
verification techniques that can be applied to a parameterized BIP design.

Part includes the conference paper that was presented at CONCUR, [Kon-
nov et al.2016a)].

In the rest of this chapter, we put the results of Parts in perspective.

10



Overview of Part

Chapter : Towards modeling and model checking fault-tolerant
distributed algorithms [John et al.|[2013Db)|

As was mentioned in the introduction, fault-tolerant distributed algorithms
are usually published in pseudo-code, as exemplified with BOSCO in Figure
(page . Hence, the first step towards verification of such algorithms is their
formalization. In Chapter [} we propose to use PROMELA as a pragmatic spec-
ification language that is supported by the SPIN model checker. However, we
noticed that the communication primitives offered by PROMELA are quite dif-
ferent from those that are used in the asynchronous fault-tolerant distributed
algorithms, e.g., reliable broadcast by |Srikanth and Toueg| [1987b] and BOSCO.
On one hand, PROMELA offers the user the following communication primitives:
shared variables, synchronous message passing (rendezvous), and point-to-point
asynchronous message passing (bounded FIFO channels). On the other hand,
fault-tolerant algorithms use the message counting primitives: (1) send a mes-
sage of a specific type to all other processes, and (2) count the number of distinct

messages of a given type that were received from all the processes.

Main contributions. In Chapter [I|, we introduce two approaches to formaliza-
tion of message-counting: (a) FIFO channels and (b) message counters, that is,
integer counters that accumulate the number of sent and received messages. We
also present two approaches to modeling Byzantine processes: (a) explicit faults,
that is, distinct processes send messages of predefined types in arbitrary order,
and (b) fault injection, that is, the message counters are non-deterministically
incremented, which models delivery of messages from the faulty processes.

Importantly, we do not consider rendezvous communication, as it can block a
process on the receiving side, which can be exploited by an adversarial Byzantine
process. In fact, even a crashing process would block a distributed system with
rendezvous communication. This explains why rendezvous synchronization is
typically not used in fault-tolerant distributed algorithms.

Following these modeling choices, we formalize several algorithms: folklore
broadcast by (Chandra and Toueg| [1996], reliable broadcast by [Srikanth and
Toueg [1987b], Byzantine agreement by Bracha and Toueg [1985], and condition-

based consensus by [Mostéfaoui et al. [2003]. We checked small instances of these

11



algorithms with SPIN. The experiments showed that PROMELA models with
message counters and fault injection produce significantly smaller search spaces
than the models with FIFO channels and explicit faults.

Modeling explained. It is also important that our modeling with message coun-
ters and fault injection supports parameterization in the number of processes
and faults. This modeling is used in the parameterized verification technique of
Chapter 3| As it is essential for the following chapters, we informally introduce
it here using the example of BOSCO in Figure

Consider the binary consensus, that is, every process is initialized with a
value from the set {0, 1}, and eventually all the correct processes have to decide
on the same value. Additionally, the processes should not decide on different
values, and if a process decides on a value, this should be the initial value of
one of the correct processes. In our modeling, the i*! correct process maintains
a protocol counter pc(i) that ranges over a finite set of control locations, e.g.,
initg for being initialized with value 0, sent; for having sent value 1, decideg for
having decided on value 0.

Further, the processes share an integer counter msntp;, one per mes-
sage type M. So, in our example the processes have access to the coun-
ters nsntvorp,0) and nsntvorg 1y, which accumulate the number of the mes-
sages (VOTE, 0) and (VOTE, 1) broadcast by the correct processes. Hence, the
broadcast statement broadcast <VOTE, v,> to all processors in line |Z| of

BOSCO is modeled as the increment of the shared variable, for instance:

if (pc(i) == inity) nsnt yore,0)t+

Apart from the protocol counter, every correct process has a local vari-
able nrcvdps(i), one per a message type M. Such a variable maintains the
number of messages of type M received from the distinct processes. At ev-
ery algorithmic step of the process i, the next value of nrcvd (i) is updated

non-deterministically to model message delivery, for instance:

nrevd (vore,0) (i) < nmvd/(VOTE@) (i) < nsnt vore,0y + [ (1)

One way of implementing Equation[I]in PROMELA is by non-deterministically

incrementing the received variable for a message type x:

12



next_rcvd_x = rcvd_x;
if
next_rcvd_x < rcvd_x + f —> next_rcvd_Xx++;
skip; /+ do nothing +/
fi;
Alternatively, in the later versions of our modeling, we are using the fol-
lowing symbolic constraint, which we introduced in our parametric extension of

PROMELA, e.g., see [Konnov and Widder|[2018]:

assume(next_rcvd_x >= rcvd_x);
assume(next_rcvd_x <= nsnt_x + f);

Note that a correct process may receive up to f messages from the faulty
processes, although it does not have to. Since the distributed algorithm is de-
signed for the model of reliable communication, we impose a fairness constraint
for every message type saying that eventually the number of messages received
by a correct process is at least as large as the number of messages sent by the

correct processes, for instance:

FG W’C’waom,o) (1) > nsnt (vore,0)

Finally, a comparison such as “n — t VOTE messages are received’ in
line |3 is modeled as an arithmetic comparison over the local variables and the

parameters:
nrevd (vors,0) (1) + nrevd (vorpy (1) > n —t

Chapter : Accuracy of Message Counting Abstraction in Fault-
Tolerant Distributed Algorithms [Konnov et al./2017d]

In Chapter [I} we have introduced modeling with message counters. Although
it seems intuitively clear that this modeling is equivalent to the modeling that
stores sent and received messages in message buffers or sets, we did not give a
proof of soundness there. In Chapter 2] we give a formal argument for this equiv-
alence: There is a bisimulation between asynchronous message-passing models
that use message counters and models that use message sets. As a result, the
models using message counters and the models using message sets satisfy the

same CTL*-formulas.
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Main contributions. The main contributions of Chapter [2] are concerned with
message-passing with delays. In this model, the time of message delivery lies
in the interval [§~,07] for fixed constants 6—,6" € R. This model is typical
for clock synchronization algorithms and is used, for example, in the optimal
clock synchronization by |Srikanth and Toueg [1987a] (they assume §~ = 0).
To this end, we introduced timed automata of two kinds: (MPTA) encoding
message-passing with sets and (MCTA) encoding message counters.

It would be natural to expect that the systems of MPTA should be equiv-
alent to the systems of MCTA, as in the asynchronous case considered above.
However, timed automata use a more refined notion of equivalence that takes
duration of transitions into account (clocks are uniformly advanced in time
automata). Timed bisimulation [Cerans| [1993] and time-abstracting bisimula-
tion [Tripakis and Yovine 2001| offer such equivalences in the framework of time
automata. Interestingly, in Chapter [2] we show that neither timed bisimulation,
nor time-abstracting bisimulation are preserved when one replaces message sets
with message counters. Roughly speaking, message counters abstract away the
identities of the processes that have sent messages, and thus introduce new
orders, in which messages may be delivered.

We prove in Chapter [2] that there is a way to construct timed simulations
between systems of MPTA and MCTA, in both directions. Thus, the systems of
message-counting timed automata satisfy the same ATCTL-formulas as the sys-
tems of message-passing timed automata. (Formulas in ATCTL quantify over all
paths, as opposite to formulas in ETCTL that quantify over some paths.) In fact,
model checkers for timed automata such as UPPAAL [Behrmann et al. [2006]
support a subset of formulas from ATCTL. Hence, message counting preserves

sufficiently many properties for model checking.

Chapter : Parameterized model checking of fault-tolerant dis-
tributed algorithms by abstraction [John et al./2013c|

In this chapter we are using the modeling introduced in Chapter [1| and consider

the following parameterized model checking problem:

vn,t, f. RC(n,t, f) = S(n,t, f) = e(n,t, f) (2)

In this problem, S(n,t, f) corresponds to a distributed system of n identical

processes, up to f of which are faulty, and ¢ is an upper bound on f. The
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distinction between t and f is important, as the process code can refer to the
upper bound ¢, but cannot refer to the actual number of faulty processes f,
which is unknown to the correct processes. Some combinations of parameters

are not interesting in practice:
e The numbers of faults f = —1 and f = 2n are not realistic.

e There are too many faults for the distributed problem to be solvable,
e.g., when the upper bound on the number of Byzantine faults is t > 2,

agreement cannot be solved [Pease et al.||[1980].

Thus, the scope of the parameterized model checking problem in Equa-
tion is restricted with a resilience condition RC(n,t, f).

Finally, p(n,t, f) is a formula in LTL \ X: linear temporal logic without the
next-time operator. Importantly, the atomic predicates in ¢ can refer to the
shared variables such as nsnt, the parameters n, ¢, f, and formulas indexed over
protocol locations, e.g., [Ji. pc(i) = decideg] or [Vi. pc(i) = decidey].

The problem in Equation poses two challenges:

1. As in the classical parameterized model checking, (cf. Bloem et al. [2015]),

the specification ¢ must be checked for all possible instances of S.

2. In contrast to the classical parameterized model checking, the code of a
single process uses the parameters n, ¢, and f. Although the transition
system of a single process is finite for every choice of parameter values, it

varies with the parameters.

We address both of these challenges by applying a new form of parametric
interval abstraction in two steps: (1) abstract message counters nrcvd (i) and
nsntpr in the process code to obtain uniform and finite-state process code (data
abstraction), and (2) abstract the integer process counters that keep the number
of processes in each local state (counter abstraction).

To this end, we introduce the abstract domain of parametric intervals. For

instance, the domain D introduced for BOSCO contains the following intervalsﬂ

0,1), [1,t+1), [t+1,["=5)
[[2= [5EE), [[M5E n—t), [n—t,00).

'BOSCO requires us to consider several domains that differ in the order of the thresholds.
For simplicity, we give only the domain D.
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The interval bounds are parametric and are extracted from the threshold
guards that are present in a distributed algorithm. (The interval [0, 1) being an
exception, which allows us to distinguish absence of processes in a local state
from presence of processes in a local state.) These abstract domains generalize
the domain {0, 1, 00}, which was introduced by Pnueli et al.| [2002].

Data abstraction. Using the domain D, we define an abstraction function that
maps concrete values to the intervals from D and translate the expressions over
the variables nrcvdys(i) and nsntp; to expressions over the abstract variables
mM(z) and nsnty and over the abstract values Loy s Ijn—t,00)-  This
translation is done with the help of an SMT solver. For instance, the comparison
nrevd (vore,0y (1) < t + 1 becomes w(vom,o) (1) = Ijp,1y) V ﬁcv\d(\/omp) (1) =
I 44+1)- By doing so, we obtain process code that (1) is independent of the

parameters, and (2) produces finitely-many local states.

Counter abstraction. As data abstraction produces processes with finitely-
many states, we can enumerate all the local states in a set £ = {1,...,0n}
and switch to the counter representation. That is, instead of representing a sys-
tem state of n processes as a tuple (63(1), .. ,és(n),g), where g keeps the values
of the shared variables, we represent the system state with the shared state g
and m integer counters ki, ..., Ky, that sum up ton — f E| This counter repre-
sentation captures the parameterized system: By choosing the parameter values
and counters values in an initial state, we define a subspace of the states that
corresponds to the chosen parameters. Importantly, this is just a change of rep-
resentation, not an overapproximation, as the system processes are anonymous.
(The processes may have identifiers, but they are not used in the code.)

Note that the counter representation has infinitely many states, though when
fixing the parameters, it still produces finitely many states. To map the counter
representation to a finite state system, we apply the parametric interval abstrac-
tion over the abstract domain D to the counters k1, ..., k|| and construct the
counter system over abstract counters &i,...,K|z. This gives us an abstract
finite state system that can be checked with an of-the-shelf model checker such
as SPIN or NUSMV.

2In case of Byzantine faults, we explicitly model n — f correct processes and “inject” mes-
sages from the faulty processes. For the crash faults, we would have n processes and a distin-
guished “crashed” local state.
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Counterexamples to liveness. Not surprisingly, our abstraction may produce
spurious counterexamples, that is, counterexamples in the abstract system that
do not have corresponding behavior in the concrete instances of the distributed
algorithm. In our experiments, these counterexamples were produced when
checking liveness properties. Essentially, there were two sources of spurious be-
havior: (1) too coarse counting caused by counter abstraction, and (2) unfair
loops that were produced by too coarse (abstract) fairness constraints. In-
terestingly, regarding (2), similar effect of counter abstraction on fairness was
investigated by [Pnueli et al.| [2002] for their {0, 1, co}-counter abstraction. To
cope with the spurious counterexamples, we have introduced an abstraction re-
finement loop (following the CEGAR approach by |Clarke et al. [2003]). The
refinement loop works in practice, though it is not guaranteed to terminate.

Indeed, the space of counter representation is infinite.

Implementation and experiments. We implemented this abstraction in the
early version of Byzantine model checker (ByMC) and, for the first time, auto-
matically verified safety and liveness of reliable broadcast by |Srikanth and Toueg
[1987b| in presence of various kinds of faults: Byzantine, crash, symmetric, and

omission faults.

Overview of Part

In part [Il, we followed the classical approach to model checking: we specified
the algorithms in PROMELA and introduced abstractions to reduce the param-
eterized model checking problem to finite-state model checking. This approach
worked for relatively simple algorithms such as folklore broadcast and reliable
broadcast. However, it did not scale to more advanced algorithms such as
condition-based consensus and BOSCO); the latter is shown in Figure[ll In this
part, we introduce efficient techniques that are tailored to threshold-guarded
fault-tolerant distributed algorithms. These techniques build upon three key

observations:

1. Threshold automata. This model expresses threshold-guarded algorithms
in terms of automata over finitely-many local states and shared message
counters. It has no explicit local message counters. Hence, the distributed
systems that run threshold-guarded algorithms can be directly expressed

as counter systems. We introduced this model in [Konnov et al.[2014].
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Figure 2: A threshold automaton for one-step Byzantine consensus (BOSCO).
Labels of dashed edges are omitted; they can be obtained from the respective
solid edges by swapping 0 and 1. The expressions 7pg, 7p1, Tuo, and Tyi are

threshold expressions defined as follows: Tpg = Tp1 = [%1 and Tyg = Ty1 =
"n—é-&-l‘l

2. Acceleration. We introduce a domain-specific form of acceleration, which
allows several processes to perform the same global step together. For
instance, several processes may broadcast a message of the same type in a
single step. This acceleration allows us to compress long executions into

shorter ones.

3. Complete bounded model checking. We analyze bounded executions of
counter systems produced by threshold automata. Interestingly, by em-
ploying reduction and acceleration arguments, we show that it is necessary
and sufficient to analyze executions up to a certain pre-computable bound.

Similarly for liveness, we analyze lassos of bounded length.

Threshold automata

As Chapters use the model of threshold automata, we informally introduce
threshold automata in this section. The formal definitions can be found in
Chapter Figure [2| shows a threshold automaton that encodes the BOSCO
algorithm, which was introduced in Figure |1 (page .
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A threshold automaton models a single correct process. Technically, a
threshold automaton is a directed multigraph with finitely many nodes and
edges. Its nodes are called locations and the edges are called rules. The lo-
cations model local states of a distributed algorithm, whereas the rules model
transitions that are performed by one or several processes that follow the dis-
tributed algorithm. For instance, in BOSCO, the locations encode the local

states of processes as follows:

e The locations £y and ¢1 model the initial states of the correct processes

that have 0 and 1 on their input respectively.

e The locations fsgg and fsgq model the intermediate states of the correct

processes that have sent 0 and 1 respectively, but have not decided yet.

e The locations ¢pg and ¢py model the states of the correct processes that

have decided on 0 and 1 respectively.

e The locations fyg and £yy model the states of the correct processes that

have called the underlying consensus with values 0 and 1 respectively.

A configuration of a distributed system is modeled as a vector of natural
numbers that contains the values of: (1) system parameters such as n, ¢, and f;
(2) message counters such as sg, s1, and sp1; (3) process counters such as x[{p],
k[fpo], etc. Similar to modeling in Part I} the message counters accumulate the
number of messages that were sent by the correct processes. In our example,
the (global) message counters sp and s; accumulate the number of (VOTE, 0) and
(VOTE, 1) messages that were sent by the correct processes respectively, whereas
the message counter sp; accumulates the sum of sy and s;.

The automaton rules are labeled with threshold guards and increments. A
threshold guard compares a message counter, such as sg, against a linear combi-
nation of parameters, such as n—t— f. In general, every rule can be labelled with
a conjunction of threshold guards. An increment action such as sj++ prescribes
the automaton to increment the global message counter by one.

In our example, the threshold automaton has the following guards that en-

code the conditions of the pseudo-code in Figure

e The guard ¢4 is defined as sp1 + f > n —t. This guard corresponds to the
condition in line [3| of the pseudo-code: “n — t VOTE messages have been

received” .
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e The guards sp + f > 7po and s; + f > 7p1, where both thresholds mpg

%. These guards correspond to the condition

and 7p; are defined as
in line {4 of the pseudo-code: “more than %3’5 VOTE messages contain the

same value v”.

e The guards sgp + f > 7Tyo and sy + f > 7yi, where both thresholds g

and 7yp are defined as ”%H

. These guards correspond to the condition
in line [7] of the pseudo-code: “more than ”T_t VOTE messages contain the

same value v”.

e The guards sy < Tpg, S1 < Tp1, So < Tug, and s; < 7yi. These guards are

used to encode the “else” branches in the pseudo-code.

Two comments are in order. First, as is usual in the distributed computing
literature, we write thresholds in rational arithmetic, e.g., % This is done
purely for the presentation purposes —these guards can be encoded in linear
integer arithmetic. Second, the guards like so+ f > Tpg contain the summand f,
while the guards like sy < mpg do not. This concerns with a very subtle issue of
modeling Byzantine faults. When a process is testing, whether it has received
at least x messages, f Byzantine processes can change the outcome of the guard
by sending up to f messages. However, when a process is testing, whether it
has not received x messages, the Byzantine processes can change the outcome
of the guard by not sending messages at all.

Importantly, we impose several constraints on the structure of threshold
automata. Most prominently, a threshold automaton is not allowed to increment
a shared variable in a cycle. Indeed, that would correspond to a correct process
sending a message multiple times, which is not useful in the computational
model of reliable communication.

If a rule is enabled in a global configuration, that is, its guard evaluates to
true and the counter of the source location is positive, then the rule can move
the system into a new configuration. There are two kinds of transitions: (1) a
non-accelerated transition that corresponds to the rule fired by one process,
and (2) an accelerated transition that corresponds to the rule fired by m > 1
processes.

In the non-accelerated case, the rule decrements the counter of the source
location, increments the counter of the target location and increments the shared

variables, as prescribed by the rule’s actions. (Obviously, when a rule forms a
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self loop, the location counters should not change.) For instance, the rule ry
decrements k[lsgo] and increments k[¢po], provided that the threshold guards
¢4 and so + f > ¢po hold true, and k[lsgo] > 0.

In the accelerated case, the rule decrements the counter of the source lo-
cation by m, increases the counter of the target location by m and, if shared
variables are incremented by the rule, increases the respective shared variables
by m. This can be done if: (a) the rule guard holds true for all acceleration fac-
tors between 1 and m —1, and (b) the value of the counter in the source location
is at least m (obviously, this condition should be ignored for self loops). Num-
ber m is called acceleration factor. It can vary from transition to transition and
can be arbitrarily large. Clearly, a non-accelerated transition can be seen as a
special case of an accelerated transition. Hence, for a rule r and an acceleration
factor m > 0, we write 7™ to denote an accelerated transition performed by m
processes. Finally, with 0 we denote the vacuous transition doing nothing.

We call a sequence of transitions a schedule. Given a configuration ¢ and a
schedule 7, one can define the notions of 7 being applicable to o, and, if 7 is
applicable to o, the resulting configuration 7(o). Schedules represent executions
of a distributed system.

Our notion of acceleration is quite natural in the context of threshold-
guarded distributed algorithms. More importantly, it allows us to design efficient

model checking techniques, as explained below.

Chapter : On the completeness of bounded model checking for
threshold-based distributed algorithms: Reachability

We focus on the problem of parameterized reachability for counter systems of
threshold automata. More precisely, given a threshold automaton TA and two
predicates Init and Bad on the configurations of the respective counter system,
we ask the following question:

Are there a configuration o, for some values of the parameters, and a sched-

ule T that together have the following properties:

1. Configuration o is an initial configuration: Init(c) holds true,
2. there is a path from o that follows the schedule T, and

3. Bad(c') holds true for the last configuration o’ = (o).
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Note that the configurations include the values of the parameters, and thus,
the above question is parameterized in the number of processes and faults. An
instance of this question is verification of the agreement property in BOSCO: Is
there an execution that leads to a global state, in which one process decides on
value 0, whereas another process decides on value 17 If this question is answered
positively, then the agreement property does not hold, and o and 7 provide us
with a counterexample. Otherwise, the property holds for all parameter values.

This verification question can be encoded by choosing the following predicates:

Init =n>3tAt>f>0
Bad = Ii[fDo] #0/\%[6[}1] 750

We observe that every schedule of a counter system of threshold automata
has only a bounded number C of transitions that can “unlock” (or “lock”) other
rules, that is, by increasing the value of a shared variable a rule may enable (or
disable) another rule of a threshold automaton. The number C can be computed

from the structure of a threshold automaton.

Main contributions. The main contribution of Chapter [4]is in showing that the
counter systems of threshold automata have bounded diameters (Theorem 8).
Moreover, we give an upper bound on the diameter diam of a counter system of a
threshold automaton TA: It is (C+1)-|R|+C, where R is the number of automata
rules. By noticing that C < |R|, we further conclude that diam < |R|*.

In the proof of Theorem 8 [Konnov et al.[2017¢c|[p. 17], we show that every
schedule can be split into C 4+ 1 segments that are joined by “milestone” tran-
sitions. By applying reordering arguments, we show that the transitions inside
segments can be sorted with respect to the topological order of the rules in the
threshold automaton. This kind of reasoning is inspired by the reduction argu-
ments by Lipton| [1975], but it is applied in the domain of threshold automata.
As the threshold automaton may contain cycles, we introduce a preprocessing

step that eliminates fruitless repetitions of the cycles.

Implementation and experiments. As a practical application of this theoreti-
cal result, we computed the diameters of the counter abstraction, which was
introduced in Part [ and ran NUSMV to verify properties of more complex

threshold-guarded distributed algorithms. This approach did not scale signifi-
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cantly better than the approach from Chapter However, it laid the ground
for the efficient reduction-based techniques of Chapters [f] and [6}

Chapter Para?: parameterized path reduction, acceleration,
and SMT for reachability in threshold-guarded distributed algo-
rithms

The result of Chapter [ tells us that it is necessary and sufficient to test ex-
ecutions whose length is bounded by a precomputed number. While we used
the result to check counter abstractions up to the diameter bound, the proof of
Chapter (] applies to the counter systems, that is, systems where counters are
non-negative integers, not the abstract values. In this chapter, we encode the pa-
rameterized reachability problem directly as a bounded model checking problem
in linear integer arithmetic. By doing so, we eliminate counter abstraction and
thus eliminate the refinement loop that was necessary in Chapter 3| In compar-
ison to the abstraction technique of Chapter |3 the technique presented in this
chapter is not only theoretically sound, but is also complete: (1) the bounded
model checking problem is encoded in a decidable theory, that is, linear integer
arithmetic, and (2) the diameter bound gives us a completeness threshold for
reachability properties (cf. [Clarke et al.[2004]).

However, there remains one obstacle. A straightforward encoding of bounded
model checking in linear integer arithmetic requires us to encode a non-
deterministic choice of the rule applied at every step of an execution. In this
chapter, we introduce more refined reduction arguments that allow us to avoid
this non-deterministic choice. We show that in order to explore all the bounded
executions, it is necessary and sufficient to explore only the executions that can

be generated by a finite set of so-called schemas.

In a nutshell, a schema is a sequence of rules interleaved with a sequence
of sets of threshold guards, which should get unlocked or locked in the course
of an execution. In our example of BOSCO in Figure [2] the following schema
captures some of the executions that may lead two processes to the locations £pg

and /py and thus violate the agreement property:

{} r1 {so + f > 0o} 77 {so + f > 0o, 51+ f > 7p1}
Ty, 7 {¢A7 S0 + f Z TDO, S1 + f Z TDl} r2,T8 (Sl)
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Schema starts with all guards disabled, executes an accelerated transi-
tion according to rule r1, which enables the guard sg + f > 7pg, executes an ac-
celerated transition following the rule r7 and so on. It is easy to see that schemas
can be easily encoded in linear integer arithmetic. One introduces the counters
for all the intermediate configurations and the acceleration factors and encodes
the constraints that are imposed by the threshold guards and the updates of
the counters. By conjoining these constraints with the violation of agreement,
that is, k[lpo] # 0 A k[¢p1] # 0, we produce a query that states existence of an
execution that follows schema and violates agreement. Satisfiability of this
query can be checked with an SMT solver. If the query is satisfiable, a satisfying

assignment constitutes a counterexample to the property.

Main contributions. We show that for every counter system of threshold au-
tomata, there is a finite set of schemas S with the following property (Theo-
rem 4.2): Every configuration that can be reached by an execution of the counter
system can be also reached by an execution that is generated by a schema from
the set S.

Moreover, we show how to construct such a set of schemas. Although this
construction follows the main reduction principles formulated in Chapter [ it
introduces reduction of multiple executions, in contrast to a single execution.
One technical difficulty of this construction is in finding schemas that would
capture cycles that originate from different locations and end up in different
locations. We have solved this by embedding spanning trees into schemas. As a
result, the parameterized reachability in counter systems of threshold automata

is reduced to a finite set of SMT queries.

Implementation and experiments. We have implemented this technique in our
tool BYMC and verified safety of 10 threshold-guarded distributed algorithms,
including the complex ones: BOSCO by [Song and van Renesse [2008], condition-
based consensus by [Mostéfaoui et al.| [2003], consensus in one communication
step by Brasileiro et al. [2001]. This technique proved to be a dramatic improve-
ment over the techniques from Chapters [3| and 4l This is one of the state-of-
the-art techniques that are implemented in the latest version of BYMC. These
experiments have successfully passed the artifact evaluation at CAV’15 [Konnov
et al.|2015].
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Chapter @: A short counterexample property for safety and live-
ness verification of fault-tolerant distributed algorithms

The results of Chapter [b| made it possible to verify safety of threshold-guarded
distributed algorithms. (More precisely, the results allow us to verify those safety
properties whose violation can be expressed with reachability.) However, it is a
folklore knowledge in distributed computing that a safe distributed algorithm is
quite easy to design: An algorithm that is doing nothing is always safe. Hence,
to convince the algorithm designer that her algorithm is solving a distributed
problem, one has to verify both safety and liveness of a distributed algorithm.
In this chapter, we extend the schema-based approach to liveness properties.

We faced the following challenges:

1. Finding a good logic. In our early work [John et al.|[2012], we considered
LTL \ X over the atomic propositions that quantify over protocol counter,
e.g., [Vi. pc(i) = DO] and [Ji. pe(i) = S1]. There, we have shown that this
logic alone allows one to simulate the non-halting property of a two-counter
machine, which immediately leads to undecidability [John et al.[2012][The-
orem 6]. Curiously, this proof did not require the processes to communicate
at all.

Hence, it was crucial to find a fragment of LTL that is, on one hand,
sufficiently expressive to capture the liveness properties of the threshold-
guarded distributed algorithms, and, on the other hand, does not imme-

diately lead to undecidability.

2. Finding completeness thresholds for liveness. It is well known that using
the diameter bound in bounded model checking of liveness leads to in-
completeness [Biere et al.|[1999]. Hence, [Kroening and Strichman| [2003]
and |[Kroening et al. [2011] computed recurrence diameters. However, in
general the recurrence diameters are exponentially larger than the diam-

eters, which makes them impractical for verification purposes.

3. Reduction arquments for liveness. In Chapters [d] and [5] the reordering of
transitions had to be done in such a way that evaluation of the guards
was not affected. When reordering transitions with respect to safety and
liveness properties, one has to pay attention of not changing the atomic

propositions in the intermediate configurations.
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Main contributions. To address the first challenge, we introduce the logic
ELTLgr that has a number of restrictions: (1) the only temporal operators are
G (always) and F (eventually); (2) the temporal formulas can be only con-
joined, no disjunctions are allowed; (3) the atomic propositions are restricted
to linear arithmetic over the shared variables and the parameters, conjunc-
tions A\ ycroes #[f] = 0 and disjunctions \/ ;.. 5[¢] # 0. This logic existentially
quantifies over the executions (as the prefix E in the name suggests), and thus
allows us to express existence of an execution that would violate a safety or
liveness property.

For the logic ELTLgr, we show that one can construct a finite set of lasso tem-
plates that differ in the order, in which the temporal subformulas starting with F
and G get satisfied. This result was inspired by the construction for LTL(F,G)
by [Etessami et al.| [2002]. We extend schemas with lasso-like schemas that end
up in a loop, and show how one can combine the schemas for reachability with
the lasso templates.

To address the second and the third challenges, we show that for the atomic
propositions of ELTLgr, one can reuse the schema construction from Chapter
To this end, we prove that there are a few processes whose transitions have to be
explicitly tracked and the transitions of the other processes can be reordered as
in the reachability case. As a result, we can repeat the reordering argument for

reachability a few times, in order to construct schemas for safety and liveness.

Implementation and experiments. We have implemented this technique in the
latest version of BYMC. These results allowed us to verify both safety and
liveness of ten fault-tolerant distributed algorithms, including BOSCO by |Song
and van Renesse [2008], condition-based consensus by |[Mostéfaoui et al.| [2003],
consensus in one communication step by Brasileiro et al. [2001]. These exper-
iments have successfully passed the artifact evaluation at POPL’17 |[Konnov
et al.|2017b].

Follow up results

In [Konnov et al|2016b|, we discussed the relation between the techniques of
Parts|l]and [T, We also gave an idea of how one would translate PROMELA models
from Part [[] to threshold automata. This abstraction technique is implemented
in Byzantine model checker (BYMC).
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In our recent tool paper [Konnov and Widder|2018], we further discuss the
difference between the modeling with threshold automata and explicit local mes-
sage counters. We compare the efficiency of BYMC on the manually crafted
threshold automata and the threshold automata that are automatically con-
structed by data abstraction. In most cases, the manually crafted threshold
automata are significantly easier to verify. We also report on the parallel exten-
sion of the techniques introduced in Chapters [5] and [6]

In his master thesis, [Kukovec [2016] investigated extensions of this result to
other forms of threshold automata: guards with piecewise monotone functions,
reversal-bounded, reversible, etc. While some of these extensions also have
bounded diameters, in many cases parameterized reachability is undecidable.
We also studied the link between counter systems of threshold automata and

accelerated counter automata in |[Kukovec et al.[2018].

Overview of Part [I11

Chapter : Synthesis of Distributed Algorithms with Parameter-
ized Threshold Guards

The thresholds in the threshold-guarded algorithms often vary, depending on
the assumptions about the computational model. The following thresholds are
often met in the literature: t+1, 2t+1, n—t, 5, and "T_t It is folklore knowledge
that some algorithms admit different combinations of thresholds. For instance,
reliable broadcast by Srikanth and Toueg [1987b] has three such combinations:
(I)t+1and 2t+1, (2)t+1and n—t, and (3) n — 2t and n — .

In this chapter, we automatically find the thresholds for the sketches of
threshold automata, that is, threshold automata whose guards are partially
specified. For instance, in the threshold automaton of BOSCO (Figure |2 on
page , we replace the integer coefficients in the thresholds with unknown
coefficients. The threshold 7pg becomes 2720 - n+ 2,2 - t 4 2700, where 2], ?2;°,
and ?7°° are the unknowns that have to be found. Thus, the goal of the synthesis
algorithm is to find the values for all the unknowns, so that the resulting system

of threshold automata satisfies the expected safety and liveness properties.

Main contribution. To solve this synthesis problem, we integrate Byzantine
model checker into the CEGIS loop |Alur et al.|[2013]: A synthesis oracle gen-
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erates the values of unknowns and feeds them to our model checker BYMC,
and BYMC verifies the synthesized algorithm and feeds the counterexamples to
the oracle. A nalve implementation of the CEGIS loop does not scale to the
sophisticated algorithms such as BOSCO, as it keeps enumerating the vectors
of unknowns without analyzing the counterexamples. Hence, we introduce an
approach to generalize the counterexamples that are generated by the model
checker, in order to exclude large sets of executions. The key to this generaliza-
tion is in using the schemas. When the model checker finds a counterexample,
it analyzes the schema that was used to produce the counterexample and gener-
ates an SMT query that excludes many values of unknowns that would produce
similar counterexamples. This synthesis technique scales up to our benchmarks.

As the synthesis oracle draws values of unknowns from an infinite vector
space, the synthesis loop is not guaranteed to terminate. To bound the search
space, we restrict the thresholds to what we call “sane guards”. Sane guards
compare the values of message counters to values from the interval [0, n], which is
quite natural for threshold-guarded algorithms —indeed, the message counters
cannot go below 0 or above n. For the sane guards, we show that there is a

bounded search space, which guarantees termination of the synthesis loop.

Implementation and experiments. We have synthesized reliable broadcast
by |Srikanth and Toueg| [1987b|, hybrid broadcast by Widder and Schmid| [2007],
and BOSCO by [Song and van Renesse| [2008|. Interestingly, we have shown that
the resilience conditions of BOSCO are tight, and there are no other combina-
tions of threshold guards. We have also synthesized variations of the algorithms

that satisfy variations of the original specifications.

Overview of Part IV

Chapter Parameterized Systems in BIP: Design and Model
Checking

In general, parameterized model checking is undecidable [Apt and Kozen| 1986,
Suzuki|[1988]. Thus, the research efforts in the field focus on finding classes of
parameterized protocols that have (semi-) decidable properties. These classes
are given in terms of “computational models”, that is, mathematical definitions

of concurrency, communication, etc., which vary in subtle details. The key
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features of a particular computational model often become apparent only after
analyzing the respective decidability proof.

When writing the survey book on parameterized verification |Bloem et al.
2015], we noticed that the parameterized model checking techniques share the

same shortcomings:

1. To apply a technique, one has to invest a lot of manual effort, as the
system architecture and process behavior must be captured in the formal

language specific to the technique.

2. Given a distributed algorithm or the architecture of a distributed system,
it is often hard to tell, whether this specific instance belongs to a decidable

fragment, and, if so, which technique one should use.

3. It is hard to compare different techniques, as they are presented in different

computational models.

In the non-parameterized case, many forms of communication can be cap-
tured in the Behavior-Interaction-Priority (BIP), which was introduced by |[Basu
et al. [2011] to encompass various architectural styles. This framework builds
upon the notion of an interaction, which identifies the components that can
communicate within the interaction. The set of possible system interactions is

defined in BIP as a model of a formula in propositional interaction logic.

Main contributions. In this chapter, we extend the propositional interaction
logic to a parameterized version, which we call first-order interaction logic
(FOIL). Using FOIL, we formalize the following parameterized architectures:
cliques communicating via pairwise rendezvous, cliques communicating via syn-
chronous broadcasts, and token-passing rings.

We show how to encode FOIL formulas for those architectures in SMT.
Hence, given a parameterized BIP design, our technique automatically finds the
architecture, to which the design belongs. This gives us a way of systematically

integrating many parameterized model checking techniques in a single tool.

Experiments. We have implemented a prototype tool that takes a parameter-
ized BIP design at its input and checks, whether it fits the computational models
of the classical techniques: VASS techniques for star architectures and cliques

by (German and Sistlal [1992], cut-off techniques for token rings by [Emerson and
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Namjoshi| [1995], well-structured transition systems techniques for broadcast sys-
tems by [Abdulla et al. [1996]. This tool successfully found the architectures of

the following classical protocols: Milner’s scheduler, semaphore implementation

with rendezvous, and barrier synchronization.

Individual contribution to the papers

The results presented in this cumulative habilitation thesis are based on joint
work of several co-authors that was done in an equally distributed joint collab-
oration, which makes it hard to define individual roles of each co-author. To
reflect this, as is customary in the field, in most cases, the order of the au-
thors’ names is alphabetical. When it is not the case, the co-authors wished to
emphasize more significant contribution of the first authors.

The authors of [Konnov et al.|2016a] decided to change the order of the

authors and put my name and the names of Tomer Kotek and Qiang Wang

first to reflect that fact that a large body of the work was done during Wang’s
internship at TU Wien. However, all co-authors contributed to developing the
theoretical framework, writing the paper, etc.

For the papers [John et al| [2013¢], [Konnov et al| [2017akblc], [Lazic et al]
, apart from contributing to the theoretical framework and the proofs, as
the author of ByMC, I implemented the techniques in this tool. I believe that

this does not lessen the contributions of my co-authors.

30



References

P. A. Abdulla, K. Cerans, B. Jonsson, and Y. Tsay. General decidability theo-
rems for infinite-state systems. In LICS, 1996.

Ittai Abraham, Dahlia Malkhi, et al. The blockchain consensus layer and BFT.
Bulletin of EATCS, 3(123), 2017.

Francesco Alberti, Silvio Ghilardi, Elena Pagani, Silvio Ranise, and Gian Paolo
Rossi. Universal guards, relativization of quantifiers, and failure models in
model checking modulo theories. JSAT, 8(1/2):29-61, 2012.

Francesco Alberti, Silvio Ghilardi, Andrea Orsini, and Elena Pagani. Counter
abstractions in model checking of distributed broadcast algorithms: Some
case studies. In 31st Italian Conf. on Comp. Logic, pages 102-117, 2016.

Rajeev Alur, Rastislav Bodik, Garvit Juniwal, Milo M. K. Martin, Mukund
Raghothaman, Sanjit A. Seshia, Rishabh Singh, Armando Solar-Lezama, Em-
ina Torlak, and Abhishek Udupa. Syntax-guided synthesis. In FMCAD, pages
1-8, 2013.

Benjamin Aminof, Sasha Rubin, Ilina Stoilkovska, Josef Widder, and Florian
Zuleger. Parameterized model checking of synchronous distributed algorithms
by abstraction. In VMCAI volume 10747 of Lecture Notes in Computer
Science, pages 1-24. Springer, 2018.

K. Apt and D. Kozen. Limits for automatic verification of finite-state concurrent
systems. IPL, 15:307-309, 1986.

Hagit Attiya and Jennifer Welch. Distributed Computing. Wiley, 2nd edition,
2004.

Peter Bailis and Kyle Kingsbury. The network is reliable. Queue, 12(7):20:20—
20:32, July 2014.

Thomas Ball, Vladimir Levin, and Sriram K Rajamani. A decade of software
model checking with SLAM. CACM, 54(7):68-76, 2011.

A. Basu, S. Bensalem, M. Bozga, J. Combaz, M. Jaber, T. Nguyen, and
J. Sifakis. Rigorous component-based system design using the BIP frame-
work. Software, IEEFE, 2011.

31



Gerd Behrmann, Alexandre David, Kim Guldstrand Larsen, John Hakansson,
Paul Pettersson, Wang Yi, and Martijn Hendriks. UPPAAL 4.0. In QEST,
pages 125-126, 2006.

Yves Bertot and Pierre Castéran. Interactive Theorem Proving and Program
Development - Coq’Art: The Calculus of Inductive Constructions. Texts in
Theoretical Computer Science. An EATCS Series. Springer, 2004.

Armin Biere, Alessandro Cimatti, Edmund M. Clarke, and Yunshan Zhu. Sym-
bolic model checking without BDDs. In TACAS, volume 1579 of LNCS, pages
193-207, 1999.

Roderick Bloem, Swen Jacobs, Ayrat Khalimov, Igor Konnov, Sasha Rubin,
Helmut Veith, and Josef Widder. Decidability of Parameterized Verification.
Synthesis Lectures on Distributed Computing Theory. Morgan & Claypool
Publishers, 2015.

Gabriel Bracha and Sam Toueg. Asynchronous consensus and broadcast proto-
cols. J. ACM, 32(4):824-840, 1985.

Aaron R. Bradley. IC3 and beyond: Incremental, inductive verification. In CAV,
page 4, 2012.

Francisco Vilar Brasileiro, Fabiola Greve, Achour Mostéfaoui, and Michel Ray-
nal. Consensus in one communication step. In PaC'T, volume 2127 of LNCS,
pages 42-50, 2001.

Jerry R. Burch, Edmund M. Clarke, Kenneth L. McMillan, David L. Dill, and
L. J. Hwang. Symbolic model checking: 10720 states and beyond. In LICS,
pages 428-439, 1990.

Miguel Castro, Barbara Liskov, et al. Practical byzantine fault tolerance. In
0SDI, volume 99, pages 173-186, 1999.

Karlis Cerans. Decidability of bisimulation equivalences for parallel timer pro-
cesses. In CAV, volume 663 of LNCS, pages 302-315, 1993.

Tushar Deepak Chandra and Sam Toueg. Unreliable failure detectors for reliable
distributed systems. JACM, 43(2):225-267, March 1996.

Tushar Deepak Chandra, Robert Griesemer, and Joshua Redstone. Paxos made
live: an engineering perspective. In PODC, pages 398—407. ACM, 2007.

Bernadette Charron-Bost and André Schiper. The heard-of model: computing in
distributed systems with benign faults. Distributed Computing, 22(1):49-71,
2009.

Edmund Clarke, Orna Grumberg, Somesh Jha, Yuan Lu, and Helmut Veith.
Counterexample-guided abstraction refinement for symbolic model checking.
J. ACM, 50(5):752-794, 2003.

32



Edmund M. Clarke and E. Allen Emerson. Design and synthesis of synchro-
nization skeletons using branching-time temporal logic. In Logic of Programs,
volume 131 of LNCS, pages 52—71, 1981.

Edmund M. Clarke, Daniel Kroening, Joél Ouaknine, and Ofer Strichman. Com-
pleteness and complexity of bounded model checking. In VM CAI, volume 2937
of LNCS, pages 85-96, 2004.

Edmund M. Clarke, Thomas A. Henzinger, Helmut Veith, and Roderick Bloem,
editors. Handbook of Model Checking. Springer, 2018.

James C. Corbett, Jeffrey Dean, Michael Epstein, Andrew Fikes, Christo-
pher Frost, J. J. Furman, Sanjay Ghemawat, Andrey Gubarev, Christopher
Heiser, Peter Hochschild, Wilson C. Hsieh, Sebastian Kanthak, Eugene Ko-
gan, Hongyi Li, Alexander Lloyd, Sergey Melnik, David Mwaura, David Na-
gle, Sean Quinlan, Rajesh Rao, Lindsay Rolig, Yasushi Saito, Michal Szyma-
niak, Christopher Taylor, Ruth Wang, and Dale Woodford. Spanner: Google’s
globally distributed database. ACM Trans. Comput. Syst., 31(3):8, 2013.

Leonardo De Moura and Nikolaj Bjgrner. Z3: An efficient SMT solver. In Tools
and Algorithms for the Construction and Analysis of Systems, volume 1579
of LNCS, pages 337-340. 2008.

Giorgio Delzanno, Michele Tatarek, and Riccardo Traverso. Model checking
paxos in spin. In Int. Symposium on Games, Automata, Logics and Formal
Verification, pages 131-146, 2014.

Cezara Dragoi, Thomas A. Henzinger, Helmut Veith, Josef Widder, and Damien
Zufferey. A logic-based framework for verifying consensus algorithms. In
VMCAI volume 8318 of Lecture Notes in Computer Science, pages 161-181.
Springer, 2014.

Cezara Dragoi, Thomas A. Henzinger, and Damien Zufferey. Psync: a partially
synchronous language for fault-tolerant distributed algorithms. In POPL,
pages 400-415. ACM, 2016.

E.A. Emerson and K.S. Namjoshi. Reasoning about rings. In POPL, pages
85-94, 1995.

Kousha Etessami, Moshe Y. Vardi, and Thomas Wilke. First-order logic with
two variables and unary temporal logic. Inf. Comput., 179(2):279-295, 2002.

Michael J. Fischer, Nancy A. Lynch, and M. S. Paterson. Impossibility of dis-
tributed consensus with one faulty process. Journal of the ACM, 32(2):374—
382, 1985.

Dana Fisman, Orna Kupferman, and Yoad Lustig. On verifying fault tolerance
of distributed protocols. In TACAS, volume 4963 of LNCS, pages 315-331.
Springer, 2008.

33



Juan A. Garay, Aggelos Kiayias, and Nikos Leonardos. The bitcoin backbone
protocol: Analysis and applications. In FUROCRYPT, pages 281-310, 2015.

A. Geist. How to kill a supercomputer: Dirty power, cosmic rays, and bad
solder. IEEE Spectrum, 10, 2016.

Steven M. German and A. Prasad Sistla. Reasoning about systems with many
processes. Journal of the ACM, 39:675-735, 1992.

Annu Gmeiner, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Wid-
der. Tutorial on parameterized model checking of fault-tolerant distributed
algorithms. In Formal Methods for Executable Software Models, LNCS, pages
122-171. Springer, 2014.

Patrice Godefroid. Using partial orders to improve automatic verification meth-
ods. In CAV, volume 531 of LNCS, pages 176-185, 1990.

Susanne Graf and Hassen Saidi. Construction of abstract state graphs with
PVS. In CAV, volume 1254 of LNCS, pages 72-83, 1997.

Chris Hawblitzel, Jon Howell, Manos Kapritsos, Jacob R. Lorch, Bryan Parno,
Michael L. Roberts, Srinath T. V. Setty, and Brian Zill. Ironfleet: proving
practical distributed systems correct. In SOSP, pages 1-17, 2015.

Andrew Hinton, Marta Z. Kwiatkowska, Gethin Norman, and David Parker.
PRISM: A tool for automatic verification of probabilistic systems. In TACAS,
pages 441-444, 2006.

Gerard Holzmann. The SPIN Model Checker. Addison-Wesley, 2003.

Annu John, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Widder.
Counter attack on Byzantine generals: Parameterized model checking of fault-
tolerant distributed algorithms. arXiv CoRR, abs/1210.3846, 2012.

Annu John, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Widder. Brief
announcement: parameterized model checking of fault-tolerant distributed
algorithms by abstraction. In PODC, pages 119-121, 2013a.

Annu John, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Widder.
Towards modeling and model checking fault-tolerant distributed algorithms.
In SPIN, volume 7976 of LNCS, pages 209-226, 2013b.

Annu John, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Widder.
Parameterized model checking of fault-tolerant distributed algorithms by ab-
straction. In FMCAD, pages 201-209, 2013c.

Igor Konnov and Josef Widder. ByMC: Byzantine model checker. In ISoLA
2018, Part I1I, LNCS, pages 327-342, 2018. doi: 10.1007/978-3-030-03424-5\
_22.

34



Igor Konnov, Helmut Veith, and Josef Widder. On the completeness of bounded
model checking for threshold-based distributed algorithms: Reachability. In
CONCUR, volume 8704 of LNCS, pages 125-140, 2014.

Igor Konnov, Helmut Veith, and Josef Widder. SMT and POR beat counter
abstraction: Parameterized model checking of threshold-based distributed al-
gorithms. In CAV (Part I), volume 9206 of LNCS, pages 85-102, 2015.

Igor Konnov, Tomer Kotek, Qiang Wang, Helmut Veith, Simon Bliudze, and
Joseph Sifakis. Parameterized Systems in BIP: Design and Model Checking.
In CONCUR 2016, volume 59 of LIPIcs, pages 30:1-30:16, 2016a.

Igor Konnov, Helmut Veith, and Josef Widder. What you always wanted to
know about model checking of fault-tolerant distributed algorithms. In PSI
2015, in Memory of Helmut Veith, Revised Selected Papers, volume 9609 of
LNCS, pages 6-21. Springer, 2016b.

Igor Konnov, Marijana Lazic, Helmut Veith, and Josef Widder. Para?: Param-
eterized path reduction, acceleration, and SMT for reachability in threshold-
guarded distributed algorithms. Formal Methods in System Design, 51(2):
270-307, 2017a.

Igor Konnov, Marijana Lazi¢, Helmut Veith, and Josef Widder. A short coun-
terexample property for safety and liveness verification of fault-tolerant dis-
tributed algorithms. In POPL, pages 719-734, 2017b.

Igor V. Konnov, Helmut Veith, and Josef Widder. On the completeness of
bounded model checking for threshold-based distributed algorithms: Reach-
ability. Inf. Comput., 252:95-109, 2017c.

Igor V. Konnov, Josef Widder, Francesco Spegni, and Luca Spalazzi. Accuracy
of message counting abstraction in fault-tolerant distributed algorithms. In
VMCAI pages 347-366, 2017d.

Daniel Kroening and Ofer Strichman. Efficient computation of recurrence di-
ameters. In VMCAI volume 2575 of LNCS, pages 298-309, 2003.

Daniel Kroening, Joél Ouaknine, Ofer Strichman, Thomas Wahl, and James
Worrell. Linear completeness thresholds for bounded model checking. In
CAV, volume 6806 of LNCS, pages 557-572, 2011.

Jure Kukovec. Generalizing threshold automata for reachability in param-
eterized systems. Master’s thesis, University of Ljubljana, 2016. URL:
http://forsyte.at/wp-content/uploads/Kukovec-27142109-2016.pdf.

Jure Kukovec, Igor Konnov, and Josef Widder. Reachability in parameterized
systems: All flavors of threshold automata. In CONCUR 2018, pages 19:1—
19:17, 2018.

35


http://forsyte.at/wp-content/uploads/Kukovec-27142109-2016.pdf

Marta Z. Kwiatkowska and Gethin Norman. Verifying randomized byzantine
agreement. In FORTE, pages 194-209, 2002.

Marta Z. Kwiatkowska, Gethin Norman, and Roberto Segala. Automated ver-
ification of a randomized distributed consensus protocol using cadence SMV
and PRISM. In CAV, pages 194-206, 2001.

Leslie Lamport. The implementation of reliable distributed multiprocess sys-
tems. Computer Networks (1976), 2(2):95-114, 1978.

Leslie Lamport. “Sometime” is sometimes “not never” - on the temporal logic
of programs. In POPL, pages 174-185, 1980.

Leslie Lamport. The part-time parliament. ACM TOCS, 16(2):133-169, 1998.
Leslie Lamport. Paxos made simple. ACM SIGACT News, 32(4):18-25, 2001.

Leslie Lamport. Specifying systems: The TLA+ language and tools for hardware
and software engineers. Addison-Wesley Longman Publishing Co., Inc., 2002.

Leslie Lamport, Dahlia Malkhi, and Lidong Zhou. Reconfiguring a state ma-
chine. ACM SIGACT News, 41(1):63-73, 2010.

Marijana Lazic, Igor Konnov, Josef Widder, and Roderick Bloem. Synthesis
of distributed algorithms with parameterized threshold guards. In OPODIS,
volume 95 of LIPIcs, pages 32:1-32:20, 2017.

K. Rustan M. Leino. Dafny: An automatic program verifier for functional
correctness. In LPAR-16, Revised Selected Papers, pages 348-370, 2010.

Richard J. Lipton. Reduction: A method of proving properties of parallel pro-
grams. Commun. ACM, 18(12):717-721, 1975.

Nancy Lynch. Distributed Algorithms. Morgan Kaufman, 1996.

Nancy A. Lynch and Eugene W. Stark. A proof of the Kahn principle for
input /output automata. Information and Computation, 82(1):81-92, 1989.

Ognjen Marié¢, Christoph Sprenger, and David A. Basin. Cutoff Bounds for
Consensus Algorithms. In CAV, pages 217-237, 2017.

Kenneth L. McMillan. Modular specification and verification of a cache-coherent
interface. In FMCAD, pages 109-116. IEEE, 2016.

Achour Mostéfaoui and Michel Raynal. Solving consensus using chandra-toueg’s
unreliable failure detectors: A general quorum-based approach. In DISC,
pages 49-63, 1999.

Achour Mostéfaoui, Eric Mourgaya, Philippe Raipin Parvédy, and Michel Ray-
nal. Evaluating the condition-based approach to solve consensus. In DSN,
pages 541-550, 2003.

36



T. Noguchi, T. Tsuchiya, and T. Kikuno. Safety verification of asyn-
chronous consensus algorithms with model checking. In Dependable Com-
puting (PRDC), pages 80-88, 2012.

Diego Ongaro. Consensus: Bridging theory and practice. PhD thesis, Stanford
U., 2014.

Diego Ongaro and John Ousterhout. In search of an understandable consensus
algorithm. In USENIX ATC, pages 305-320, 2014.

Oded Padon, Giuliano Losa, Mooly Sagiv, and Sharon Shoham. Paxos
made EPR: decidable reasoning about distributed protocols. PACMPL, 1
(OOPSLA):108:1-108:31, 2017.

Marshall Pease, Robert Shostak, and Leslie Lamport. Reaching agreement in
the presence of faults. J. ACM, 27(2):228-234, 1980.

Doron Peled. All from one, one for all: on model checking using representatives.
In CAV, volume 697 of LNCS, pages 409-423, 1993.

Amir Pnueli, Jessie Xu, and Lenore Zuck. Liveness with (0,1,00)- counter ab-
straction. In CAV, volume 2404 of LNCS, pages 93-111. 2002.

Jean-Pierre Queille and Joseph Sifakis. Specification and verification of concur-
rent systems in CESAR. In International Symposium on Programming, 5th
Colloguium, Proceedings, pages 337-351, 1982.

Alexander Randall, 5th. Q&A: A lost interview with ENIAC
co-inventor J. Presper Eckert, February 2006. URL https:
//www.computerworld.com/article/2561813/computer-hardware/
gq-a--a-lost-interview-with-eniac-co-inventor-j--presper-eckert.
html. [Online; retrieved 20-September-2018].

Fred B Schneider. Implementing fault-tolerant services using the state machine
approach: A tutorial. ACM Computing Surveys (CSUR), 22(4):299-319, 1990.

Yee Jiun Song and Robbert van Renesse. Bosco: One-step Byzantine asyn-
chronous consensus. In DISC, volume 5218 of LNCS, pages 438-450, 2008.

T. K. Srikanth and Sam Toueg. Optimal clock synchronization. Journal of the
ACM, 34(3):626—645, 1987a.

T.K. Srikanth and Sam Toueg. Simulating authenticated broadcasts to derive
simple fault-tolerant algorithms. Dist. Comp., 2:80-94, 1987b.

Ichiro Suzuki. Proving properties of a ring of finite-state machines. Inf. Process.
Lett., 28(4):213-214, 1988.

Stavros Tripakis and Sergio Yovine. Analysis of timed systems using time-
abstracting bisimulations. FMSD, 18:25-68, 2001.

37


https://www.computerworld.com/article/2561813/computer-hardware/q-a--a-lost-interview-with-eniac-co-inventor-j--presper-eckert.html
https://www.computerworld.com/article/2561813/computer-hardware/q-a--a-lost-interview-with-eniac-co-inventor-j--presper-eckert.html
https://www.computerworld.com/article/2561813/computer-hardware/q-a--a-lost-interview-with-eniac-co-inventor-j--presper-eckert.html
https://www.computerworld.com/article/2561813/computer-hardware/q-a--a-lost-interview-with-eniac-co-inventor-j--presper-eckert.html

Tatsuhiro Tsuchiya and André Schiper. Verification of consensus algorithms
using satisfiability solving. Dist. Comp., 23(5-6):341-358, 2011.

Antti Valmari. Stubborn sets for reduced state space generation. In Advances
in Petri Nets 1990, volume 483 of LNCS, pages 491-515. Springer, 1991.

Josef Widder and Ulrich Schmid. Booting clock synchronization in partially
synchronous systems with hybrid process and link failures. Dist. Comp., 20
(2):115-140, 2007.

James R. Wilcox, Doug Woos, Pavel Panchekha, Zachary Tatlock, Xi Wang,
Michael D. Ernst, and Thomas E. Anderson. Verdi: a framework for imple-
menting and formally verifying distributed systems. In PLDI, pages 357-368,
2015.

Yuan Yu, Panagiotis Manolios, and Leslie Lamport. Model checking TLA+
specifications. In Correct Hardware Design and Verification Methods, pages
54-66. Springer, 1999.

38



PART I

MODELING OF FAULT-TOLERANT DISTRIBUTED
ALGORITHMS AND MODEL CHECKING BY
ABSTRACTION

39






Chapter 1

Towards modeling and model checking fault-
tolerant distributed algorithms

Annu John, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Wid-
der. Towards modeling and model checking fault-tolerant distributed al-
gorithms. SPIN, vol. 7976 of LNCS, pp. 209-226, 2013.

DOIL: http://dx.doi.org/10.1007/978-3-642-39176-7_14

41


http://dx.doi.org/10.1007/978-3-642-39176-7_14

Towards Modeling and Model Checking
Fault-Tolerant Distributed Algorithms*

Annu John, Igor Konnov, Ulrich Schmid, Helmut Veith, and Josef Widder

Vienna University of Technology (TU Wien)

Abstract. Fault-tolerant distributed algorithms are central for building
reliable, spatially distributed systems. In order to ensure that these algo-
rithms actually make systems more reliable, we must ensure that these
algorithms are actually correct. Unfortunately, model checking state-of-
the-art fault-tolerant distributed algorithms (such as Paxos) is currently
out of reach except for very small systems.

In order to be eventually able to automatically verify such fault-
tolerant distributed algorithms also for larger systems, several problems
have to be addressed. In this paper, we consider modeling and verifi-
cation of fault-tolerant algorithms that basically only contain threshold
guards to control the flow of the algorithm. As threshold guards are
widely used in fault-tolerant distributed algorithms (and also in Paxos),
efficient methods to handle them bring us closer to the above mentioned
goal.

As a case study we use the reliable broadcasting algorithm by Srikanth
and Toueg that tolerates even Byzantine faults. We show how one can
model this basic fault-tolerant distributed algorithm in PROMELA such
that safety and liveness properties can be efficiently verified in SPIN. We
provide experimental data also for other distributed algorithms.

1 Introduction

Even formally verified computer systems are subject to power outages, electri-
cal wear-out, bit-flips in memory due to ionizing particle hits, etc., which may
easily cause system failures. Replication is a classic approach to ensure that a
computer system is fault-tolerant, i.e., continues to correctly perform its task
even if some components fail. The basic idea is to have multiple computers in-
stead of a single one (that would constitute a single point of failure), and ensure
that the replicated computers coordinate, and for instance in the case of repli-
cated databases, store the same information. Ensuring that all computers agree
on the same information is non-trivial due to several sources of non-determinism,
namely, faults, uncertain message delays, and asynchronous computation steps.

To address these issues, fault-tolerant distributed algorithms for state ma-
chine replication were introduced many years ago [33]. As they are designed to

* Supported by the Austrian National Research Network S11403 and S11405 (RiSE)
of the Austrian Science Fund (FWF) and by the Vienna Science and Technology
Fund (WWTF) through grants PROSEED, ICT12-059, and VRG11-005.

E. Bartocci and C.R. Ramakrishnan (Eds.): SPIN 2013, LNCS 7976, pp. 209-226, 2013.
© Springer-Verlag Berlin Heidelberg 2013
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increase the reliability of computing systems, it is crucial that these algorithms
are indeed correct, i.e., satisfy their specifications. Due to the various sources of
non-determinism, however, it is very easy to make mistakes in the correctness
arguments for fault-tolerant distributed algorithms. As a consequence, they are
very natural candidates for model checking. Still, model checking fault-tolerant
distributed algorithms is particularly challenging due to the following reasons:

(i) Due to their inherent concurrency and the many sources of non-determinism,
fault-tolerant distributed algorithms suffer from combinatorial explosion in
the state-space, and in the number of behaviors. Moreover, distributed al-
gorithms usually involve parameters such as the system size n and the
maximum number of faulty components ¢.

(ii) Correctness and even solvability of problems like distributed agreement de-
pend critically upon assumptions on the environment, in particular, degree
of concurrency, message delays, and failure models; e.g., guaranteeing cor-
rect execution is impossible if there is no restriction on the number of faulty
components in the system and/or the way how they may fail.

(iii) There is no commonly agreed-upon distributed computing model, but rather
many variants, which differ in (sometimes subtle) details such as atomicity
of a computing step. Moreover, distributed algorithms are usually described
in pseudocode, typically using different (alas unspecified) pseudocode lan-
guages, which obfuscates the relation to the underlying computing model.

A central and important goal of our recent work is hence to initiate a systematic
study of distributed algorithms from a verification point of view, in a way that
does not betray the fundamentals of distributed algorithms. Experience tells that
this has not always been observed in the past: The famous bakery algorithm [22]
is probably the most striking example from the literature where wrong specifica-
tions have been verified or wrong semantics have been considered: Many papers
in formal methods have verified the correctness of the bakery algorithm as an
evidence for their practical applicability. Viewed from a distributed algorithms
perspective, however, most of these papers missed the fact that the algorithm
does not require atomic registers but rather safe registers only [23]—a sub-
tle detail that is admittedly difficult to extract from the distributed algorithms
literature for non-experts. Still, compared to state-of-the-art fault-tolerant dis-
tributed algorithms—and even the algorithms considered in this paper —the
bakery algorithm rests on a quite simple computational model, which shows the
need for a structured approach to handle distributed algorithms.

Contributions. In this paper, we present a structured approach for modeling
an important family of fault-tolerant distributed algorithms, namely, threshold-
guarded distributed algorithms discussed in Section 2. As threshold-guarded
commands are omnipresent in this domain, our work is an important step to-
wards the goal of verifying state-of-the-art fault-tolerant distributed algorithms.
In Section 3, we obtain models of distributed algorithms expressed in slightly
extended PROMELA [20] to capture the notions required to fully express fault-
tolerant distributed algorithms and their environments, including resilience
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conditions involving parameters like n and ¢, fairness conditions, and atomic-
ity assumptions. This formalization allows us to (i) instantiate system instances
for different system sizes in order to perform explicit state model checking using
SPIN as discussed in Section 4, and (ii) build a basis for our parameterized model
checking technique based on parametric interval abstraction discussed in [21].

Using our approach, we can already formalize and model check several basic
fault-tolerant distributed algorithms for fixed parameters, i.e., numbers of pro-
cesses and faults. These algorithms include several variants of the classic asyn-
chronous broadcasting algorithm from [34] under various fault assumptions, the
broadcasting algorithm from [6] tolerating Byzantine faults, the classic broad-
casting algorithm found, e.g., in [9], that tolerates crash faults, as well as a
condition-based consensus algorithm [27] that also tolerates crash faults.

This captures the most interesting problems that are solvable [16] by dis-
tributed algorithms running in a purely asynchronous environment with faults.
Our verification results build a corner stone for the verification of more ad-
vanced fault-tolerant distributed algorithms [13,9,26,37,10,18]. These algorithms
use threshold-guarded commands as a building block, yet contain other features
that call for additional model checking techniques.

2 Threshold-Guarded Distributed Algorithms

Processes, which constitute the distributed algorithms we consider, exchange
messages, and change their state predominantly based on the received messages.
In addition to the standard execution of actions, which are guarded by some
predicate on the local state, most basic distributed algorithms (cf. [24,3]) add
existentially or universally guarded commands involving received messages:

if received <> if received <>

from some process from all processes
then action (m); then action (m);

(a) existential guard (b) universal guard

Depending on the content of the message <m>, the function action performs a
local computation, and possibly sends messages to one or more processes. Such
constructs can be found, e.g., in (non-fault-tolerant) distributed algorithms for
constructing spanning trees, flooding, mutual exclusion, or network synchroniza-
tion [24]. Understanding and analyzing such distributed algorithms is already far
from being trivial, which is due to the partial information on the global state
present in the local state of a process. However, faults add another source of non-
determinism. In order to shed some light on the difficulties facing a distributed
algorithm in the presence of faults, consider Byzantine faults [28], which allow a
faulty process to behave arbitrarily: Faulty processes may fail to send messages,
send messages with erroneous values, or even send conflicting information to
different processes. In addition, faulty processes may even collaborate in order
to increase their adverse power.
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Fault-tolerant distributed algorithms work in the presence of such faults and
provide some “higher level” service: In case of distributed agreement (or consen-
sus), e.g., this service is that all non-faulty processes compute the same result
even if some processes fail. Fault-tolerant distributed algorithms are hence used
for increasing the system-level reliability of distributed systems [30].

If one tries to build such a fault-tolerant distributed algorithm using the con-
struct of Example (a) in the presence of Byzantine faults, the (local state of
the) receiver process would be corrupted if the received message <m> originates
in a faulty process. A faulty process could hence contaminate a correct process.
On the other hand, if one tried to use the construct of Example (b), a correct
process would wait forever (starve) when a faulty process omits to send the
required message. To overcome those problems, fault-tolerant distributed algo-
rithms typically require assumptions on the maximum number of faults, and
employ suitable thresholds for the number of messages which can be expected
to be received by correct processes. Assuming that the system consists of n
processes among which at most ¢ may be faulty, threshold-guarded commands
such as the following are typically used in fault-tolerant distributed algorithms:

if received <m> from n—t distinct processes
then action (m);

Assuming that thresholds are functions of the parameters n and t, threshold
guards are a just generalization of quantified guards as given in Examples (a)
and (b): In the above command, a process waits to receive n — ¢t messages from
distinct processes. As there are at least n —t correct processes, the guard cannot
be blocked by faulty processes, which avoids the problems of Example (b). In
the distributed algorithms literature, one finds a variety of different thresholds:
Typical numbers are [n/2+1] (for majority [13,27]), t+1 (to wait for a message
from at least one correct process [34,13]), or n —t (in the Byzantine case [34,2]
to wait for at least ¢ + 1 messages from correct processes, provided n > 3t).

In the setting of Byzantine fault tolerance, it is important to note that the
use of threshold-guarded commands implicitly rests on the assumption that a
receiver can distinguish messages from different senders. This can be achieved,
e.g., by using point-to-point links between processes or by message authentica-
tion. What is important here is that Byzantine faulty processes are only allowed
to exercise control on their own messages and computations, but not on the
messages sent by other processes and the computation of other processes.

Reliable Broadcast and Related Specifications. The specifications considered in
the area of fault tolerance differ from more classic areas, such as concurrent
systems where dining philosophers and mutual exclusion are central problems.
For the latter, one is typically interested in local properties, e.g., if a philosopher i
is hungry, then ¢ eventually eats. Intuitively, dining philosophers requires us to
trace indexed processes along a computation, e.g., Vi. G (hungry, — (F eating;)),
and thus to employ indezed temporal logics for specifications [7,11,12,14].

In contrast, fault-tolerant distributed algorithms are typically used to achieve
global properties. Reliable broadcast is an ongoing “system service” with the
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following informal specification: Each process ¢ may invoke a primitive called
broadcast by calling bcast(i, m), where m is a unique message content. Processes
may deliver a message by invoking accept(i, m) for different process and message
pairs (i, m). The goal is that all correct processes invoke accept(i, m) for the same
set of (i,m) pairs, under some additional constraints: all messages broadcast by
correct processes must be accepted by all correct processes, and accept(i, m) may
not be invoked, unless i is faulty or 4 invoked bcast(i,m). Our case study is to
verify that the algorithm from [34] implements these primitives on top of point-
to-point channels, in the presence of Byzantine faults. In [34], the instances for
different (¢, m) pairs do not interfere. Therefore, we will not consider i and m.
Rather, we distinguish the different kinds of invocations of bcast(i,m) that may
occur, e.g., the cases where the invoking process is faulty or correct. Depending
on the initial state, we then have to check whether every/no correct process ac-
cepts. To capture this kind of properties, we have to trace only existentially or
universally quantified properties, e.g., a part of the broadcast specification (re-
lay) [34] states that if some correct process accepts a message, then all (correct)
processes accept the message, that is, G ((Ji. accept;) — F (Vj. accept;)).

We are therefore considering a temporal logic where the quantification over
processes is restricted to propositional formulas. We will need two kinds of quan-
tified propositional formulas that consider (i) the finite control state modeled as a
single status variable sv, and (ii) the possible unbounded data. We introduce the
set AP gy that contains propositions that capture comparison against some sta-
tus value Z from the set of all control states, i.e., [Vi. sv; = Z] and [3i. sv; = Z].

This allows us to express specifications of distributed algorithms. To express
the mentioned relay property, we identify the status values where a process has
accepted the message. We may quantify over all processes as we only explicitly
model those processes that follow their code, that is, correct or benign faulty
processes. More severe faults that are unrestricted in their internal behavior
(e.g., Byzantine faults) are modeled via non-determinism in message passing.
For a detailed discussion see Section 3.

In order to express comparison of data variables, we add a set of atomic
propositions AP p that capture comparison of data variables (integers) x, y, and
constant ¢; AP consists of propositions of the form [Ji. z; + ¢ < y;] .

The labeling function of a system instance is then defined naturally as dis-
junction or conjunction over all process indices; cf. [21] for complete definitions.

Given an LTL \ X formula 1 over APp expressing justice [29], an LTL \ X
specification ¢ over AP gy, a process description P in PROMELA, and the number
of (correct) processes N, the problem is to verify whether

PP P E e
~ ~ -
Ntimes

3 Threshold-Guarded Distributed Algorithms in Promela

Algorithm 1 is our case study for which we also provide a complete PROMELA
implementation later in Figure 4. To explain how we obtain this implementation,
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Algorithm 1. Core logic of the broadcasting algorithm from [34]
Code for processes i if it is correct:
Variables

1. v; € {FALSE, TRUE}

2. accept; € {FALSE, TRUE} ¢~ FALSE

Rules
3. if v; and not sent (echo) before then
. send (echo) to all;
5. if received (echo) from at least t + 1 distinct processes
and not sent (echo) before then
s:  send {(echo) to all;
7. if received (echo) from at least n — t distinct processes then
8: accept; < TRUE;

we proceed in three steps where we first discuss asynchronous distributed algo-
rithms in general, then explain our encoding of message passing for threshold-
guarded fault-tolerant distributed algorithms. Algorithm 1 belongs to this class,
as it does not distinguish messages according to their senders, but just counts
received messages, and performs state transitions depending on the number of
received messages; e.g., line 7. Finally we encode the control flow of Algorithm 1.
The rationale of the modeling decisions are that the resulting PROMELA model
(i) captures the assumptions of distributed algorithms adequately, and (ii) allows
for efficient verification either using explicit state enumeration (as discussed in
this paper) or by abstraction as discussed in [21]. After discussing the modeling
of distributed algorithms, we will provide the specifications in Section 3.4.

3.1 Computational Model for Asynchronous Distributed
Algorithms

We recall the standard assumptions for asynchronous distributed algorithms. A
system consists of n processes, out of which at most ¢t may be faulty. When
considering a fixed computation, we denote by f the actual number of faulty
processes. Note that f is not “known” to the processes. It is assumed that
n>3tNf <tAt>0.Correct processes follow the algorithm, in that they take
steps that correspond to the algorithm. Between every pair of processes, there
is a bidirectional link over which messages are exchanged. A link contains two
message buffers, each being the receive buffer of one of the incident processes.

A step of a correct process is atomic and consists of the following three parts.
(i) The process possibly receives a message. A process is not forced to receive
a message even if there is one in its buffer [16]. (ii) Then, it performs a state
transition depending on its current state and the (possibly) received message.
(iii) Finally, a process may send at most one message to each process, that is, it
puts a message in the buffers of the other processes.

Computations are asynchronous in that the steps can be arbitrarily inter-
leaved, provided that each correct process takes an infinite number of steps.
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(Algorithm 1 has runs that never accept and are infinite. Conceptually, the
standard model requires that processes executing terminating algorithms loop
forever in terminal states [24].) Moreover, if a message m is put into process p’s
buffer, and p is correct, then m is eventually received. This property is called
reliable communication.

From the above discussion we observe that buffers are required to be un-
bounded, and thus sending is non-blocking. Further, receiving is non-blocking
even if no message has been sent to the process. If we assume that for each mes-
sage type, each correct process sends at most one message in each run (as in Al-
gorithm 1), non-blocking send can in principle natively be encoded in PROMELA
using message channels. In principle, non-blocking receive also can be imple-
mented in PROMELA, but it is not a basic construct. We discuss the modeling
of message passing in more detail in Section 3.2.

Fault Types. In our case study Algorithm 1 we consider Byzantine faults, that
is, faulty processes are not restricted, except that they have no influence on the
buffers of links to which they are not incident. Below we also consider restricted
failure classes: omission faults follow the algorithm but may fail to send some
messages, crash faults follow the algorithm but may prematurely stop running.
Finally, symmetric faults need not follow the algorithm, but if they send mes-
sages, they send them to all processes. (The latter restriction does not apply to
Byzantine faults which may send conflicting information to different processes).

Verification Goal. Recall that there is a condition on the parameters n, ¢, and f,
namely, n > 3t A f < t At > 0. As these parameters do not change during a
run, they can be encoded as constants in PROMELA. The verification problem
for a distributed algorithm with fixed n and ¢ is then the composition of model
checking problems that differ in the actual value of f (satisfying f < ).

3.2 Efficient Encoding of Message Passing

In threshold-guarded distributed algorithms, the processes (i) count how many
messages of the same type they have received from distinct processes, and change
their states depending on this number, (ii) always send to all processes (including
the process itself), and (iii) send messages only for a fixed number of types (only
messages of type (echo) are sent in Algorithm 1).

Fault-Free Communication. We discuss in the following that one can model
such algorithms in a way that is more efficient in comparison to a straightfor-
ward implementation with PROMELA channels. In our final modeling we have
an approach that captures both message passing and the influence of faults on
correct processes. However, in order to not clutter the presentation, we start our
discussion by considering communication between correct processes only (i.e.,
f=0), and add faults later in this section.

In the following code examples we show a straightforward way to implement
“received (echo) from at least z distinct processes” and “send (echo) to all”
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using PROMELA channels: We declare an array p2p of n? channels, one per pair
of processes, and then we declare an array rx to record that at most one (echo)
message from a process j is received by a process i:

mtype = { ECHO }; /* one message type */
chan p2p[NxN] = [1] of { mtype }; /* channels of capacity 1 x/
bit rx[NxN]; /* a bit map to implement "distinct” x/
active[N] proctype STBcastChan() {

int i, nrcvd = 0; /* nr. of echoes x/

Then, the receive code iterates over n channels: for non-empty channels it re-
ceives an (echo) message or not, and empty channels are skipped; if a message
is received, the channel is marked in rx:

i =20; do
: (1 < N) && nempty (p2p[i * N + _pid]) ->
p2pli * N + _pid]?ECHO; /* retrieve a message */
if
lrx[1 * N + _pid] ->
rx[i = N + _pid]l = 1; /* mark the channel x/
nrcvd++; break; /+ receive at most one message */
rx[i * N + _pidl; /* ignore duplicates *x/
fi; i++;
(1 < N) ->
i++; /* channel is empty or postpone reception */
i == -> break;
od

Finally, the sending code also iterates over n channels and sends on each:
for (i : 1 .. N) { p2pl[_pid * N + i]!ECHO; }

Recall that threshold-guarded algorithms have specific constraints: messages
from all processes are processed uniformly; every message is carrying only a
message type without a process identifier; each process sends a message to all
processes in no particular order. This suggests a simpler modeling solution. In-
stead of using message passing directly, we keep only the numbers of sent and
received messages in integer variables:

int nsnt; /x one shared wvariable per a message type */
active[N] proctype STBcast () {
int nrcvd = 0, next_nrcvd = 0; /+ nr. of echoes x/

step: atomic {
if /x receive one more echo x/
(next_nrcvd < nsnt) ->
next_nrcvd = nrcvd + 1;
next_nrcvd = nrcvd; /* or nothing */
£fi;

nsnt++; /* send echo to all x/

}
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active[F] proctype Byz () { active[F] proctype Symm() {
step: atomic { step: atomic {
i = 0; do if
i < N -> sendTo(i); i++; :: /% send all x/
i < N -> i++; /x some x/ for (i : 1 .. N)
i == N -> break; { sendTo(1); 1}
od :: skip; /x or none %/
}; goto step; £i
} }; goto step;
}

active[F] proctype Omit () {
step: atomic {

/x receive as a correct *x/ active[F] proctype Clean() ({
/* compute as a correct x/ step: atomic {
if :: correctCodeSendsAll -> /* receive as a correct x/
i =0; do /* compute as a correct x/
i < N -> sendTo(i); i++; /x send as a correct one x/
i < N -> i++; /x omit x/ };
i == N -> break; if
od :: goto step;
skip; :: goto crash;
fi £i;
}; goto step; crash:
} }

Fig. 1. Modeling faulty processes explicitly: Byzantine (Byz), symmetric (Symm),
omission (Omit), and clean crashes (Clean)

As one process step is executed atomically (indivisibly), concurrent reads and
updates of nsnt are not a concern to us. Note that the presented code is based
on the assumption that each correct process sends at most one message. We
show how to enforce this assumption when discussing the control flow of our
implementation of Algorithm 1 in Section 3.3.

Recall that in asynchronous distributed systems one assumes communica-
tion fairness, that is, every message sent is eventually received. The statement
Ji. revd; < nsnt; describes a global state where messages are still in transit. It
follows that a formula v defined by

GF = [3i. revd; < nsnt;] (RelComm)

states that the system periodically delivers all messages sent by (correct) pro-
cesses. We are thus going to add such fairness requirements to our specifications.

Faulty Processes. In Figure 1 we show how one can model the different types
of faults discussed above using channels. The implementations are direct con-
sequences of the fault description given in Section 3.1. Figure 2 shows how the
impact of faults on processes following the algorithm can be implemented in
the shared memory implementation of message passing. Note that in contrast to
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/¥ N>3TANT>F>0 x/
active[N-F] proctype ByzI() {
step: atomic {
if
(next_nrcvd < nsnt + F)
-> next_nrcvd = nrcvd + 1;
next_nrcvd = nrcvd;
fi
/* compute */
/* send */
}; goto step;
}

/x N>2TANT>F>0 x/
active[N] proctype OmitI() {
step: atomic {

/¥ N>2TNT >F,>F;>0 x/
active[N-Fp] proctype SymmI () {
step: atomic {
if
(next_nrcvd < nsnt + Fs)
-> next_nrcvd = nrcvd + 1;
next_nrcvd = nrcvd;
fi
/x compute */
/+ send x/
}; goto step;
}

/S  N>TANT>F.>F,>0 %/
active[N] proctype CleanI() {
step: atomic {

if if

(next_nrcvd < nsnt) -> (next_nrcvd < nsnt - Fnc)
next_nrcvd = nrcvd + 1; -> next_nrcvd = nrcvd + 1;

next_nrcvd = nrcvd; next_nrcvd = nrcvd;

fi fi

/* compute x/ /* compute x/

/* send */ /* send x/

}; goto step; }; goto step;

} }

Fig. 2. Modeling the effect of faults on correct processes: Byzantine (ByzI), symmetric
(Symml), omission (OmitlI), and clean crashes (CleanI)

Figure 1, the processes in Figure 2 are not the faulty ones, but correct ones whose
variable next nrcvd is subject to non-deterministic updates that correspond
to the impact of faulty process. For instance, in the Byzantine case, in addition
to the messages sent by correct processes, a process can receive up to f messages
more. This is expressed by the condition (next nrcvd < nsnt + F).

For Byzantine and symmetric faults we only model correct processes explic-
itly. Thus, we specify that there are N-F copies of the process. Moreover, we
can use Property (RelComm) to model reliable communication. Omission and
crash faults, however, we model explicitly, so that we have N copies of processes.
Without going into too much detail, the impact of faulty processes is modeled by
relaxed fairness requirements: as some messages sent by these f faulty processes
may not be received, this induces less strict communication fairness:

GF —[3i. revd; + f < nsnt;]

By similar adaptations one models, e.g., corrupted communication (e.g., due to
faulty links) [31], or hybrid fault models [4] that contain different fault scenarios.

Figure 3 compares the number of states and memory consumption when mod-
eling message passing using both solutions. We ran SPIN to perform exhaustive
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Fig. 3. Visited states (left) and memory usage (right) when modeling message passing
with channels (ch) or shared variables (var). The faults are in effect only when f > 0.
Ran with SAFETY, COLLAPSE, COMP, and 8GB of memory.

state enumeration on the encoding of Algorithm 1 (discussed in the next sec-
tion). As one sees, the model with explicit channels and faulty processes ran
out of memory on siz processes, whereas the shared memory model did so only
with nine processes. Moreover, the latter scales better in the presence of faults,
while the former degrades with faults. This leads us to use the shared memory
encoding based on nsnt variables.

3.3 Encoding the Control Flow

Recall Algorithm 1, which is written in typical pseudocode found in the dis-
tributed algorithms literature. The lines 3-8 describe one step of the algorithm.
Receiving messages is implicit and performed before line 3, and the actual send-
ing of messages is deferred to the end, and is performed after line 8.

We encoded the algorithm in Figure 4 using custom PROMELA extensions
to express notions of fault-tolerant distributed algorithms. The extensions are
required to express a parameterized model checking problem, and are used by
our tool that implements the abstraction methods introduced in [21]. These
extensions are only syntactic sugar when the parameters are fixed: symbolic is
used to declare parameters, and assume is used to impose resilience conditions
on them (but is ignored in explicit state model checking). Declarations atomic
<var> = all (...) are a shorthand for declaring atomic propositions that
are unfolded into conjunctions over all processes (similarly for some). Also we
allow expressions over parameters in the argument of active.

In the encoding in Figure 4, the whole step is captured within an atomic block
(lines 20-42). As usual for fault-tolerant algorithms, this block has three logical
parts: the receive part (lines 21-24), the computation part (lines 25-32), and
the sending part (lines 33-38). As we have already discussed the encoding of
message passing above, it remains to discuss the control flow of the algorithm.

Control State of the Algorithm. Apart from receiving and sending messages,
Algorithm 1 refers to several facts about the current control state of a process:
“sent (echo) before”, “if v;”, and “accept; + TRUE”. We capture all possible
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symbolic int N, T, F; /x parameters x/

/* the resilience condition */

assume(N > 3 » T && T >= 1 && 0 <= F && F <= T);
int nsnt; /* number of echoes sent by correct processes x/
/* quantified atomic propositions */

atomic prec_unforg = all(STBcast:sv == VO0);
atomic prec_corr = all(STBcast:sv == V1);
atomic prec_init = all(STBcast@step);

atomic ex_acc = some(STBcast:sv AC) ;

atomic all_acc = all(STBcast:sv AC) ;

atomic in_transit = some(STBcast:nrcvd < nsnt);

active[N - F] proctype STBcast() {
byte sv, next_sv; /* status of the algorithm x/
int nrcvd = 0, next_nrcvd = 0; /% nr. of echoes received %/
if  /x initialize x/
11 sv = VO; /% v; = FALSE */
1: sv = V1; /* v; = TRUE */
£i;
step: atomic { /* an indivisible step x/
if /+ receive one more echo (up to mnsnt + F) x/
(next_nrcvd < nsnt + F) -> next_nrcvd = nrcvd + 1;
next_nrcvd = nrcvd; /* or nothing x/
£i;
if /x compute */
(next_nrcvd >= N - T) ->
next_sv = AC; /* accept; = TRUE */
(next_nrcvd < N - T && sv == V1
|| next_nrcvd >= T + 1) ->
next_sv = SE; /x remember that <echo> is sent x/
else -> next_sv = sv; /x keep the status */

£i;
if /x send x/
t: (sv == V0 || sv == V1)
&& (next_sv == SE || next_sv == AC) ->
nsnt++; /* send <echo> x/
else; /x send nothing */
£i;

/* update local variables and reset scratch variables x/
sv = next_sv; nrcvd = next_nrcvd;

next_sv = 0; next_nrcvd = 0;

} goto step;

}

/* LTL-X formulas */

1tl fairness { [l<>(!in_transit) } /* added to other formulas x/
1tl relay { [](ex_acc -> <>all_acc) }

1tl corr { []((prec_init && prec_corr) -> <>(ex_acc)) }

1tl unforg { []((prec_init && prec_unforg) -> []!ex_acc) }

Fig. 4. Encoding of Algorithm 1 in PROMELA with symbolic extensions
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control states in a finite set SV. For instance, for Algorithm 1 one can collect
the set SV = {V0,V1,SE, AC}, where:

— VO corresponds to v; = FALSE, accept, = FALSE and (echo) is not sent.

— V1 corresponds to v; = TRUE, accept; = FALSE and (echo) is not sent.

— SE corresponds to the case accept, = FALSE and (echo) been sent. Observe
that once a process has sent {(echo), its value of v; does not interfere anymore
with the subsequent control flow.

— AC corresponds to the case accept, = TRUE and (echo) been sent. A process
only sets accept to TRUE if it has sent a message (or is about to do so in the
current step).

Thus, the control state is captured within a single status variable sv over SV
with the set SV = {V0,V1} of initial control states.

3.4 Specifications

Specifications are an encoding of the broadcast properties [34], which contain a
safety property called unforgeability, and two liveness properties called correct-
ness and relay:

G ([Vi. sv; # V1] — G [Vj. sv; # AC)) (U)
G ([Vi. sv; = V1] — F [34. sv; = AC)]) (C)
G ([3i. sv; = AC] — F [Vj. sv; = AC)) (R)

4 Experiments with SPIN

Figure 4 provides the central parts of the code of our case study. For the ex-
periments we have implemented four distributed algorithms that use threshold-
guarded commands, and differ in the fault model. We have one algorithm for
each of the fault models discussed. In addition, the algorithms differ in the
guarded commands. The following list is ordered from the most general fault
model to the most restricted one. The given resilience conditions on n and t are
the ones we expected from the literature, and their tightness was confirmed by
our experiments:

Byz. tolerates t Byzantine faults if n > 3t,

SYMM. tolerates ¢t symmetric (identical Byzantine [3]) faults if n > 2¢,
OMIT. tolerates t send omission faults if n > 2t,

CLEAN. tolerates t clean crash faults for n > t.

In addition, we verified a folklore reliable broadcasting algorithm that tolerates
crash faults, which is given, e.g., in [9]. Further, we verified a Byzantine tolerant
broadcasting algorithm from [6]. For the encoding of the algorithm from [6] we
were required to use two message types —opposed to the one type of the (echo)
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Table 1. Summary of experiments related to [34]

# parameter values spec valid Time Mem. Stored Transitions Depth
Byz

B1 N=7,T=2,F=2 (U) v 3.13 sec. 74 MB 193 - 10? 1-10% 229

B2 N=7,T=2,F=2 (C) v 3.43 sec. 75 MB 207 - 10° 2-10° 229

B3 N=7,T=2,F=2 (R) v 6.3 sec. 77 MB 290 - 10 3-10° 229

B4 N=7,T=3,F=2 (U) ¢ 4.38 sec. 77 MB 265 - 103 2-10° 233

B5 N=7,T=3,F=2 (C) v 4.5 sec. 77 MB 271 - 10° 2.10° 233

B6 N=7,T=3,F=2 (R) X 0.02sec. 68 MB 1-10° 13-10° 210
OMIT

01 N=5,To=2,Fo=2 (U) v 1.43sec.69 MB 51-10° 878-10° 175

02 N=5,To=2,Fo=2 (C) ¢ 1.64sec. 69 MB 60 - 103 1-10% 183

03 N=5,To=2,Fo=2 (R) v 3.69sec. 71 MB 92 -10° 210 183

04 N=5,To=2,Fo=3 (U) v 1.39sec. 69 MB 51-10° 878-10° 175

05 N=5,To=2,Fo=3 (C) X 1.63sec. 69 MB 53-10° 1-10° 183

06 N=5,To=2,Fo=3 (R) X 0.01 sec. 68 MB 17 135 53
SYMM

S1 N=5,T=1Fp=1,Fs=0 (U) ¢ 0.04sec. 68 MB 3-10° 23.10° 121

S2 N=5T=1Fp=1,Fs=0 (C) « 0.03scc. 68 MB 3-10® 24-10° 121

S3 N=5T=1,Fp=1,Fs=0 (R) v 0.08sec. 68 MB 5-10®° 53-10° 121

S4 N=5T=3,Fp=3,Fs=1 (U) « 0.0l sec. 68 MB 66 267 62

S5 N=5,T=3,Fp=3,Fs=1 (C) X 0.01 sec. 68 MB 62 221 66

S6 N=5T=3Fp=3Fs=1 (R) v 0.0l sec. 68 MB 62 235 62
CLEAN

C1 N=3,Tc=2,Fc=2,Fnc=0 (U) ¢ 0.01 sec. 68 MB 668 7103 7

C2 N=3,Tc=2,Fc=2,Fnc=0 (C) ¢ 0.01 sec. 68 MB 892 8.10° 81

C3 N=3,Tc=2,Fc=2,Fnc=0 (R) v 0.02sec. 68 MB 1-10° 17-10° 81

8192 ———— ‘ 1e+04 — ‘

4096 -3 = o ((lé; ¢ E 1e+03 § ?

20481 & 200 @ . 1 1e+02( 8 . %

028 HiEE S R eenrd T g
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number of processes, N number of processes, N

Fig. 5. SPIN memory usage (left) and running time (right) for Byz

messages in Algorithm 1. Finally, we implemented the asynchronous condition-
based consensus algorithm from [27]. We specialized it to binary consensus, which
resulted in an encoding which requires four different message types.

The major goal of the experiments was to check the adequacy of our formal-
ization. To this end, we first considered the four well-understood variants of [34],
for each of which we systematically changed the parameter values. By doing so,
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Table 2. Summary of experiments with algorithms from [9,6,27]

# parameter values spec valid Time Mem. Stored Transitions Depth
FOLKLORE BROADCAST [9]
F1 N=2 (U) v 0.01sec. 98 MB 121 7-10° 77
F2 N=2 (R) v 0.0lsec. 98 MB 143 8-10° 48
F3 N=2 (F) v 0.01sec. 98 MB 257 2-10° 76
F4 N=6 (U) v 38 sec. 670 MB 15-10°  20-10° 272
F5 N=6 (R) v 691 sec. 996 MB 24-10° 370-10° 272
F6 N=6 (F) v 1690 sec. 1819 MB 39-10° 875-10° 328
ASYNCHRONOUS BYZANTINE AGREEMENT |[6]
T1N=5T=1,F=1 (R) v 131sec. 239 MB 4-10° 74.10° 211
T2 N=5T=1,F=2 (R) X 0.68sec. 99 MB 11-10®° 465-10° 187
T3 N=5T=2,F=2 (R) X 0.02sec. 99 MB 726 9-10° 264
CONDITION-BASED CONSENSUS [27]
S1 N=3,T=1,F=1 (V0) v 0.0l sec. 98 MB 1.4-10? 7-10° 115
S2 N=3T=1,F=1 (V1) v 0.04sec. 98MB 3.10° 18-10% 128
S3 N=3,T=1,F=1 (A) v 0.09sec. 98MB 8-10° 42-10° 127
S4 N=3,T=1,F=1 (T) ¢ 0.16sec. 66 MB 9-10® 83-10° 133
S5 N=3,T=1,F=2 (V0) v 0.02sec. 68 MB 1724 9835 123
S6 N=3T=1,F=2 (V1) v 0.05sec. 68 MB 3647 23-10° 136
S7 N=3,T=1,F=2 (A) v 0.12sec. 68 MB 10-10® 55-10° 135
S8 N=3T=1,F=2 (T) X 0.05sec. 68MB 3-10° 17-10®° 135

we verify that under our modeling the different combination of parameters lead
to the expected result. Table 1 and Figure 5 summarize the results of our exper-
iments for broadcasting algorithms in the spirit of [34]. Lines B1-B3, O1-03,
S1-S3, and C1-C3 capture the cases that are within the resilience condition
known for the respective algorithm, and the algorithms were verified by SPIN.
In Lines B4-B6, the algorithm’s parameters are chosen to achieve a goal that is
known to be impossible [28], i.e., to tolerate that 3 out of 7 processes may fail.
This violates the n > 3t requirement. Our experiment shows that even if only 2
faults occur in this setting, the relay specification (R) is violated. In Lines O4—
06, the algorithm is designed properly, i.e., 2 out of 5 processes may fail (n > 2t
in the case of omission faults). Our experiments show that this algorithm fails
in the presence of 3 faulty processes, i.e., (C) and (R) are violated.

Table 2 summarizes our experiments for the algorithms in [9], [6], and [27].
The specification (F) is related to agreement and was also used in [17]. Prop-
erties (V0) and (V1) are non-triviality, that is, if all processes propose 0 (1),
then 0 (1) is the only possible decision value. Property (A) is agreement and
similar to (R), while Property (T) is termination, and requires that every correct
process eventually decides. In all experiments the validity of the specifications
was as expected from the distributed algorithms literature.

For slightly bigger systems, that is, for n = 11 our experiments run out of
memory. This shows the need for parameterized verification of these algorithms.
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5 Related Work

As fault tolerance is required to increase the reliability of systems, the verification
of fault tolerance mechanisms is an important challenge. There are two classes
of approaches towards fault tolerance, namely fault detection, and fault masking.

Methods in the first class follow the fault detection, isolation, and recovery
(FDIR) principles: at runtime one tries to detect faults and to automatically
perform counter measures. In this area, in [32] SPIN was used to validate a
design based on the well-known primary backup idea. Under the FDIR approach,
validation techniques have also been introduced in [15,8,19].

However, it is well understood that it is not always possible to reliably detect
faults; for instance, in asynchronous distributed systems it is not possible to
distinguish a process that prematurely stopped from a slow process, and in
synchronous systems there are cases where the border between correct and faulty
behavior cannot be drawn sharply [1]. To address such issues, fault masking has
been introduced. Here, one does not try to detect or isolate faults, but tries to
keep those components operating consistently that are not directly hit by faults,
cf. distributed agreement [28]. The fault-tolerant distributed algorithms that we
consider in this paper belong to this approach.

Specific masking fault-tolerant distributed algorithms have been verified, e.g.,
a consensus algorithm in [36], and a clock synchronization algorithm in [35].
In [25], a bug has been found in a previously published clock synchronization
algorithm that was supposed to tolerate Byzantine faults.

Formalization and verification of a class of fault-tolerant distributed algo-
rithms have been addressed in [5]. Their formalization uses the fact that for
many distributed algorithms it is relevant how many messages are received, but
the order in which they are received is not important. They provide a framework
for such algorithms and show that these algorithms can be efficiently verified
using partial order reduction. While in this work we consider similar message
counting ideas, our formalization targets at parameterized model checking [21]
rather than partial order reductions for systems of small size.

6 Conclusions

In this paper we presented a way to efficiently encode fault-tolerant threshold-
guarded distributed algorithms using shared variables. We showed that our en-
coding scales significantly better than a straightforward approach. With this
encoding we were able to verify small system instances of a number of broad-
casting algorithms [34,6,9] for diverse failure models. We could also find counter
examples in cases where we knew from theory that the given number of faults
cannot be tolerated. We also verified a condition-based consensus algorithm [27].

As our mid-term goal is to verify state-of-the-art fault-tolerant distributed
algorithms, there are several follow-up steps we are taking. In [21] we show
that the encoding we described in this paper is a basis for parameterized model
checking techniques that allow us to verify distributed algorithms for any system
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size. We have already verified some of the algorithms mentioned above, while we
are still working on techniques to verify the others. Also we are currently working
on verification of the Paxos-like Byzantine consensus algorithm from [26], which
is also threshold-guarded. The challenges of this algorithm are threefold. First, it
consists of three different process types— proposers, accepters, learners— while
the algorithms discussed in this paper are just compositions of processes of the
same type. Second, to tolerate a single fault, the algorithm requires at least four
proposers, six acceptors, and four learners. Our preliminary experiments show
that 14 processes is a challenge for explicit state enumeration. Third, as the
algorithm solves consensus, it cannot work in the asynchronous model [16], and
we have to restrict the interleavings of steps, and the message delays.
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Abstract. Fault-tolerant distributed algorithms are a vital part of
mission-critical distributed systems. In principle, automatic verification
can be used to ensure the absence of bugs in such algorithms. In prac-
tice however, model checking tools will only establish the correctness of
distributed algorithms if message passing is encoded efficiently. In this
paper, we consider abstractions suitable for many fault-tolerant distrib-
uted algorithms that count messages for comparison against thresholds,
e.g., the size of a majority of processes. Our experience shows that stor-
ing only the numbers of sent and received messages in the global state
is more efficient than explicitly modeling message buffers or sets of mes-
sages. Storing only the numbers is called message-counting abstraction.
Intuitively, this abstraction should maintain all necessary information.
In this paper, we confirm this intuition for asynchronous systems by
showing that the abstract system is bisimilar to the concrete system.
Surprisingly, if there are real-time constraints on message delivery (as
assumed in fault-tolerant clock synchronization algorithms), then there
exist neither timed bisimulation, nor time-abstracting bisimulation. Still,
we prove this abstraction useful for model checking: it preserves ATCTL
properties, as the abstract and the concrete models simulate each other.

1 Introduction

The following algorithmic idea is pervasive in fault-tolerant distributed com-
puting [13,21,30,33,36,39]: each correct process counts messages received from
distinct peers. Then, given the total number of processes n and the maximum
number of faulty processes t, a process performs certain actions only if the mes-
sage counter reaches a threshold such as n — ¢ (this number ensures that faulty
processes alone cannot prevent progress in the computation). A list of bench-
mark algorithms that use such thresholds can be found in [27]. On the left of
Fig.1, we give an example pseudo code [36]. This algorithm works in a timed
environment [35] (with a time bound 71 on message delays) in the presence of
Byzantine faults (n > 3t) and provides safety and liveness guarantees such as:
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1 local mywval; € {0,1} 21 local mywal; € {0,1}

2 22 global nsntEcho € Ny initially 0

3 23 local hasSent € B initially F

4 24 local rcvdEcho € Nog initially 0

5 25

6 do atomically 26 do atomically

7 -- messages are received implicitly 27 if (%) -- choose non-deterministically
8 if myval; =1 28 and rcvdEcho < nsntEcho + f

9 and not sent ECHO before 29 then rcvdEcho++;

10 then send ECHO to all 30

11 31 if myval; =1 and hasSent =F

12 if received ECHO 32 then { nsntEcho++; hasSent=T; }
13 from at least t + 1 distinct processes 33

14 and not sent ECHO before 34

15 then send ECHO to all 35 if rcvdEcho>t+1 and hasSent =F
16 36 then { nsntEcho++; hasSent =T; }
17 if received ECHO 37

18 from at least n —t distinct processes 38 if rcvdEcho>n—t

19 then accept 39 then accept

20 od 40 od

Fig. 1. Pseudocode of a broadcast primitive to simulate authenticated broadcast [36]
(left), and pseudocode of its message-counting abstraction (right)

(a) If a correct process accepts (that is, executes Line 19) at time T, then all
correct processes accept by time T4 277,

(b) If all correct processes start with myval;, = 0, then no correct process ever
accepts.

(c) If all correct processes start with myval, = 1, then at least one correct
process eventually accepts.

As is typical for the distributed algorithms literature, the pseudo code from
Fig.1 omits “unnecessary book-keeping” details of message passing. That is,
neither the local data structures that store the received messages nor the message
buffers are explicitly described. Hence, if we want to automatically verify such
an algorithm design, it is up to a verification expert to find adequate modeling
and proper abstractions of message passing.

The authors of [23] suggested to model message passing using message coun-
ters instead of keeping track of individual messages. This modeling was shown
experimentally to be efficient for fixed size systems, and later a series of parame-
terized model checking techniques was based upon it [22,23,25-27]. The encoding
on the right of Fig. 1 is obtained by adding a global integer variable nsntEcho.
Incrementing this variable (Line 36) encodes that a correct process executes Line
15 of the original pseudo code. The ith process keeps the number of received mes-
sages in a local integer variable rcvdEcho; that can be increased, as long as the
invariant rcvdEcho; < nsntEcho + f is preserved, where f is the actual number
of Byzantine faulty processes in the run. (This models that correct processes
can receive up to f messages sent by faulty processes.) In fact, this modeling
can be seen as a message-counting abstraction of a distributed system that uses
message buffers.

The broadcast primitive in Fig.1 is also used in the seminal clock synchro-
nization algorithm from [35]. For clock synchronization, the precision of the
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clocks depends on the timing behavior' of the message system that the processes
use to re-synchronize; e.g., in [35] it is required that each message sent at an
instant T by a correct process must be delivered by a correct recipient process
in the time interval [T'+ 77, T + 77] for some bounds 7~ and 7 fixed in each
run.

The standard theory of timed automata [7] does not account for message pass-
ing directly. To incorporate messages, one specifies a message passing system as
a network of timed automata, i.e., a collection of timed automata that are sched-
uled with respect to interleaving semantics and interact via rendezvous, synchro-
nous broadcast, or shared variables [12]. In this case, there are two typical ways
to encode message passing: (i) for each pair of processes, introduce a separate
timed automaton that models a channel between the processes, or (ii) introduce
a single timed automaton that stores messages from timed automata (modeling
the processes) and delivers the messages later by respecting the timing con-
straints. The same applies to Timed I/O automata [24]. Both solutions main-
tain much more details than required for automated verification of distributed
algorithms such as [35]: First, processes do not compare process identifiers when
making transitions, and thus are symmetric. Second, processes do not compare
identifiers in the received messages, but only count messages.

For automated verification purposes, it appears natural to model such algo-
rithms with timed automata that use a message-counting abstraction. However,
the central question for practical verification is: how precise is the message-
counting abstraction? In other words, given an algorithm A, what is the strongest
equivalence between the model Mg(A) using message sets and the model Mq(A)
using message counting. If the message counting abstraction is too coarse, then
this may lead to spurious counterexamples, which may result in many refinement
steps [17], or even may make the verification procedure incomplete.

Contributions. We introduce timed and untimed models suitable for the verifica-
tion of threshold-based distributed algorithms, and establish relations between
these models. An overview of the following contributions is depicted in Fig. 2:

— We define a model of processes that count messages. We then compose them
into asynchronous systems (interleaving semantics). We give two variants: mes-
sage passing, where the messages are stored in sets, and message counting,
where only the number of sent messages is stored in shared variables.

— We then show that in the asynchronous case, the message passing and the
message counting variants are bisimilar. This proves the intuition that under-
lies the verification results from [22,23,25,27]. It explains why no spurious
counterexamples due to message-counting abstraction were experienced in the
experimental evaluation of the verification techniques from [22].

[un

As we deal with distributed algorithms and timed automata, the notion of a clock
appears in two different contexts in this paper, which should not be confused: The
problem of clock synchronization is to compute adjustment for the hardware clocks
(oscillators). In the context of timed automata, clocks are special variables used to
model the timing behavior of a system.
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Asynchronous Systems

{ Message sets | [ Message counting }
J bisimulation (Thm. 3.4) L
add clocks timed simulation equivalence (Cor. 5.10) add clocks
{ Message sets + time e S Message counting + time }
J no timed/time-abstracting L

bisimulation (Thm. 5.1)

Timed Systems

Fig. 2. Relationship between different modeling choices.

— We obtain timed models by adding timing constraints on message delays that
restrict the message reception time depending on the sending times.

— We prove the surprising result that, in general, there is neither timed bisimu-
lation nor time-abstracting bisimulation between the message passing and the
message counting variants.

— Finally, we prove that there is timed simulation equivalence between the
message passing and the message counting variants. This paves a way for
abstraction-based model checking of timed distributed algorithms [35].

In the following section, we briefly recall the classic definitions of transition
systems, timed automata, and simulations [7,16]. However, the timed automata
defined there do not provide standard means to express processes that commu-
nicate via asynchronous message passing, as required for distributed algorithms.
As we are interested in timed automata that capture this structure, we first
define asynchronous message passing in Sect. 3 and then add timing constraints
in Sect. 4 via message sets and message counting.

2 Preliminaries

We recall the classic definitions to the extent necessary for our work, and add
two non-standard notions: First, our definition of a timed automaton assumes
partitioning of the set of clocks into two disjoint sets: the message clocks (used
to express the timing constraints of the message system underlying the distrib-
uted algorithm) and the specification clocks (used to express the specifications).
Second, we assume that clocks are “not ticking” before they are started (more
precisely, they are initialized to —o0).

We will use the following sets: the set of Boolean values B = {F, T}, the set
of natural numbers N = {1,2,...}, the set Ny = NU{0}, the set of non-negative
reals R>g, and the set of time instants T := R>q U {—o0}.

Transition Systems. Given a finite set AP of atomic propositions, a transition
system is a tuple TS = (S, 5% R, L) where S is a set of states, S° C S are the
initial states, R C S x S is a transition relation, and L : S — 2AP is a labeling
function.

65



Accuracy of Message Counting Abstraction 351

Clocks. A clock is a variable that ranges over the set T. We call a clock that has
the value —oo uninitialized. For a set X of clocks, a clock valuation is a function
v: X — T. Given a clock valuation v and a § € R>g, we define v + § to be the
valuation v/ such that v/(¢) = v(c) 4+ ¢ for ¢ € X (Note that —co + § = —0).
For a set Y C X and a clock valuation v : X — T, we denote by v[Y := 0] the
valuation v/ such that v/(¢) =0 for c€e YN X and v/(¢) = v(c) for c€ X \Y.
Given a set of clocks Z, the set of clock constraints W(Z) is defined to contain
all expressions generated by the following grammar:

(:=c<al|c>alc<ale>a|lN( force Z,a e Ny

Timed Automata. Given a set of atomic propositions AP and a finite transition
system (S,S° R, L) over AP, which models discrete control of a system, we
model the system’s real-time behavior with a timed automaton, i.e., a tuple
TA = (S,S°, R,L, X UU, I, E) with the following properties:

— The set X U U is the disjoint union of the sets of message clocks X and
specification clocks U.

— The function I : S — ¥(X UU) is a state invariant, which assigns to each
discrete state a clock constraint over X U U, which must hold in that state. We
denote by u, v |= I(s) that the clock valuations p and v satisfy the constraints
of I(s).

~ F:R— W(XUU) x 289) is a state switch relation that assigns to each
transition a guard on clock values and a (possibly empty) set of clocks that
must be reset to zero, when the transition takes place.

We assume that AP is disjoint from ¥ (X U U). Thus, the discrete behavior does
not interfere with propositions on time. The semantics of a timed automaton TA =
(S,S°, R, L, X UU, I, E) is an infinite transition system TS(TA) = (Q,Q°, A, \)
over propositions AP U & (U) with the following properties [6]:

1. The set @ of states consists of triples (s, pu,v), where s € S is the discrete
component of the state, whereas p: X — T and v : U — T are valuations of
the message and specification clocks respectively such that u,v = I(s).

2. The set Q° C Q of initial states comprises triples (so, uo, vo) with so € So,
and clocks are set to —o0, i.e., Ve € X. pg(c) = —oo and Ve € U. vy(c) = —o0.

3. The transition relation A contains pairs ((s, i, v), (s', @/, ")) of two kinds of
transitions:

(a) A time step: ' =sand p' = pu+ 6, v =v+ 9, for § > 0, provided that
for all ¢’ : 0 < ¢’ < § the invariant is preserved, i.e., u+ 46", v+ | I(s).
(b) A discrete step: there is a transition (s,s’) € R with (¢,Y) = E((s, s'))
whose guard ¢ is enabled, i.e., u, v |= ¢, and the clocks from Y are reset,
ie, p =plY NX:=0], v =v[Y NU := 0], provided that u/,v/ |= I(s).
Given a transition (q,q") € A, we write ¢ i>A q' for a time step with delay
0 € R>q, or ¢ =4 ¢ for a discrete step.

4. The labeling function A : Q — 2APY?(V) is defined as follows. For any state

q = (s, u,v), the labeling A(q) = L(s) U{p € ¥(U) : u,v E ¢}.
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Comparing System Behaviors. For transition systems T'S; = (S;, S, R;, L;)
for ¢ € {1,2}, a relation H C Sy x Sy is a simulation, if (i) for each (s1,s2) € H
the labels coincide Lq(s1) = La(s2), and (ii) for each transition (s1,¢1) € Ry,
there is a transition (s9,%2) € Ry such that (t1,t2) € H. If, in addition, the set
H=1 = {(s2,81): (s1,82) € H} is also a simulation, then H is called bisimulation.

Further, if TA; and TA, are timed automata with TS(TA;) = (Q;, QY, Ai, \;)
for i € {1,2}, then a simulation H C @1 x Q2 is called timed simulation [29],
and a bisimulation B C Q1 X Q3 is called timed bisimulation [15].

For transition systems TS; = (S;,S?, R;, L;) for i € {1,2}, we say that a
simulation H C Sy x Sy is initial, if Vs € SY 3t € SS. (s,t) € H. A bisimulation
B C 81 x S5 is initial, if the simulations B and B~ are initial. The same applies
to timed (bi-)simulations. Then, for i € {1,2}, we recall the standard preorders
and equivalences on a pair of transition systems TS; = (S;, SY, R;, L;), and on a
pair of timed automata TA;, where TS(TA;) = (Q;, Q?, Ai, \;):

1. TSy = TSy (bisimilar), if there is an initial bisimulation B C S; x Ss.

2. TA; =t TAy (TAs time-simulates TAy), if there is an initial timed simulation
H C Q1 xQa.

3. TA; ~' TAy (time-bisimilar), if there is an initial timed bisimulation B C
Q1 X Q2.

4. TA; ~* TA, (time-simulation equivalent), if TA; <t TAy and TAs <t TA;.

Timed bisimulation forces time steps to advance clocks by the same amount
of time. A coarser relation —called time-abstracting bisimulation [37] —allows
two transition systems to advance clocks at “different speeds”. Given two
timed automata TA;, for ¢ € {1,2} and the respective transition systems
TS(TA;) = (Qi,Q%, Ai, \i), a binary relation B C Q1 x Q2 is a time-abstracting
bisimulation [37], if the following holds for every pair (g1, ¢2) € B:

1. The labels coincide: A1(q1) = A2(g2);

2. For all j and k such that {j,k} = {1,2}, and each discrete step q; —a; 75,
there is a discrete step qx —a, % and (r;,7%) € B;

3. For all j and k such that {j,k} = {1,2}, a delay § € R>¢, and a time step

q; i>Aj rj, there is a delay ¢’ € R>¢ and a time step gy é_)Ak ri, such that
(rj,mk) € B.

By substituting ¢’ with §, one obtains the definition of timed bisimulation.

3 Asynchronous Message Passing Systems

Timed automata as defined above neither capture processes nor communication
via messages, as would be required to model distributed algorithms. Hence we
now introduce these notions and then construct an asynchronous system using
processes and message passing (or message counting). We assume that at every
step a process receives and sends at most one message [19]. In Sect. 4, we add
time to this modeling in order to obtain a timed automaton.
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Fig. 3. A graphical representation of a Fig. 4. A simple two-state process (used
process discussed in Example 3.1 later for Theorem 5.1)

Single Correct Process. We assume a (possibly infinite) set of control states £
and a subset £y C L of initial control states. We fix a finite set MT of message
types. We assume that the control states in £ keep track of the messages sent
by a process. Thus, £ comes with a predicate is_sent: £ x MT — B, where
is_sent(¢, m) evaluates to true if and only if a message of type m has been sent
according to the control state £. Finally, we introduce a set I of parameters and
store the parameter values in a vector p € No|. As noted in [22], parameter
values are typically restricted with a resilience condition such as n > 3t (less
than a third of the processes are faulty), so we will assume that there is a set of
all admissible combinations of parameter values Pro C Noln !

The behavior of a single process is defined as a process transition relation
T C £ x Nol x NyMTl s £ encoding transitions guarded by conditions on
message counters that range over NO‘MT‘: when (¢,p,c,¢') € T, a process can
make a transition from the control state £ to the control state ¢, provided that,
for every m € MT, the number of received messages of type m is greater than
or equal to ¢(m) in a configuration with parameter values p.

Ezxample 3.1. The process shown in Fig.1 can be written in our definitions as
follows. The algorithm is using only one message type, and thus MT = {ECHO}.
We assume a set of control states £ = {V0,V1,SE, AC}: VO and V1 encode the
initial states where myval = 0 and myval = 1 respectively, pc = SE encodes the
status “ECHO sent before”, and pc = AC encodes the status “accept”. The initial
control states are: £y = {V0,V1}. The transition relation contains four types
of transitions: ¢} = (VO,p,cy,SE), t5 = (VO,p,cq,AC), t§ = (V1,p,c3,SE),
and ¢} = (SE,p,c2,AC), for any p € No!!l and ¢y, ¢, 3 satisfying the fol-
lowing: ¢ (ECHO) > p(¢) + 1, c2(ECHO) > p(n) — p(t), and c3(ECHO) > 0.
Finally, is_sent(¢, ECHO) iff £ € {SE, AC}. A concise graphical representation of
the transition relation is given in Fig.3. There, each edge represents multiple
transitions of the same type. Let us observe that while the action of sending
a message can be inferred by simply checking all the transitions going from a
state s to a state t such that —is_sent(s) and is_sent(t), the action of receiving an
individual message is not part of the process description at this level. However,
if a guarded transition is taken, this implies that a threshold has been reached,
e.g., in case of ¢y, at least ¢ + 1 messages were received. <
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Table 1. The message-passing and message-counting interpretations

Message passing (MP) Message counting (MC):
Msgyp 2 MT x Proc Msgyc 2 MT x {C,F}
MsgSetsyp & oMT xProc MsgSetsyc B {0,..., |Corr\}‘MT‘ x{0,..., |Byz|}‘MTI

Initial messages, init € MsgSets
. A . A
inityp = 0 ‘zthC:((O,“.,O),(O,A..,O))

Count messages, card : MT X MsgSets — Ng

A A
cardyp (m, M) = [{p € Proc: (m,p) € M}| ‘Cm'nd(m, (ec, eF)) = ec(m) + cp(m)
Add a message, add: Msg X MsgSets — MsgSets
A A
addyp ((m,p), M) = M U {(m,p)} addyc ((m, tag), (cc, cf)) = (e¢, cf) such that
c’c(m) = cc(m) 4+ 1 and cf(m) = cg(m), if tag = C

ct(m) = cg(m) + 1 and e (m) = ec(m), if tag = F

and ¢/ (m’) = c(m) for m’ € MT,m’ #m

Is there a message to deliver? inTransit : Msg X MsgSets X MsgSets — B

inTransityp ((m, p) , M, M') & inTransitmc ((m, tag), (cc, cg), (et cf)) 2
(p € Corr A (m,p) € M'\ M)V (p € ByzA (m,p) & M) (tag = CAcg > cc) V (tag = F A cg < |Byz|)

We make two assumptions typical for distributed algorithms [19,35]:

A1l Processes do not forget that they have sent messages: If (¢,p,c,¢) € T,
then is_sent(¢,m) — is_sent(¢, m) for every m € MT.

A2 At each step a process sends at most one message to all: If (£, p,c,¢’) € T and
—is_sent(¢, m) Ais_sent(¢', m) A —is_sent(¢,m’) Ais_sent(¢', m’) then m = m/’.

Then, we call (MT, L, Ly, T) a process template.

Asynchronous Message Passing and Counting in Presence of Byzan-
tine Faults. In this section we introduce two ways of modeling message passing:
by storing messages in sets, and by counting messages. As in [23], we do not
explicitly model Byzantine processes [32], but capture their effect on the correct
processes in the form of spurious messages. Although we do not discuss other
kinds of faults (e.g., crashes, symmetric faults, omission faults), it is not hard to
model other faults by following the modeling in [23].

We fix a set of processes Proc, which is typically defined as {1,...,n} for
n > 1. Further, assume that there are two disjoint sets: the set Corr C Proc
of correct processes, and Byz C Proc of Byzantine processes (possibly empty),
with Byz U Corr = Proc. Given a process template (MT, L, Ly, T), we refer to
(MT, L, Ly, T, Corr,Byz) as a design. Note that a design does not capture how
processes interact with messages. To do so, in Table 1, we define message pass-
ing (MP) and message counting (MC) models as interpretations of the signature
(Msg, MsgSets, init, card, add, inTransit), with the following informal meaning:

— Msg: the set of all messages that can be exchanged by the processes,
— MsgSets: collections of messages,

— init: the empty collection of messages,

— card: a function that counts messages of the given type,

— add: a function that adds a message to a collection of messages,

69



Accuracy of Message Counting Abstraction 355

— inTransit: a function that checks whether a message is in transit and thus can
be received.

Transition Systems. Fix interpretations (Msg;, MsgSets;, inity, card;, addy,
inTransity) for I € {MP, MC}. Then, we define a transition system T'S" = (57,
SI R, LT) of processes from Proc that communicate with respect to interpreta-
tion I. We call message-passing system the transition system obtained using the
interpretation MP, and message-counting system the transition system obtained
using the interpretation MC.

The set ST contains configurations, i.e., tuples (p, pc, rcvd, sent) having the
following properties: (a) p € Nol, (b) pc : Corr — £, (c) revd : Corr —
MsgSets;, and (d) sent € MsgSets;. In a configuration, for every process p € Corr,
the values pc(p) and revd(p) comprise the local view of the process p, while the
components sent and p comprise the shared state of the distributed system.
A configuration o € S? belongs to the set S{ of initial configurations, if for
each process p € Corr, it holds that: (a) o.pc(p) € Loy, (b) o.revd(p) = inity,
(c) o.sent = init;, and (d) o.p € Pgre.

Definition 3.2. The transition relation R contains a pair of configurations
(0,0") € ST x ST, if there is a correct process p € Corr that satisfies:

1. There exists a local transition (¢,p,c,¢') € T satisfying o.pc(p) = £ and
o'.pc(p) = £ and for all m in MT, c(m) = card;(m, o’ .revd(p)). Also, it is
required that o.p = o’.p = p.

2. Messages are received and sent according to the signature:

(a) Process p receives no message: o' .revd(p) = o.revd(p), or there is a
message in transit in o that is received in o', i.e., there is a message
msg € Msg; satisfying:
inTransit;(msg, o.revd(p), o.sent) A o’.revd(p) = addr(msg, o.revd(p)).

(b) The shared variable sent is changed iff process p sends a message, that
is, o’.sent = addr(msg,o.sent), if and only if —is_sent(o.pc(p),m) and
is_sent(o’.pc(p),m), for every m € MT and msg € Msg; of type m.

3. The processes different from p do not change their local states:
o’.pc(q) = o.pc(q) and o’.revd(q) = o.revd(q) for g € Corr \ {p}.

|Corr|
The labeling function L! : ST — £lCorl x (NolMTl) labels each con-

figuration o € S? with the vector of control states and message counters, i.e.,
L(o) = ((€1,-- -, {icorr|)s (€1, - - -, €|conr|)) such that £, = o.pc(p) and c,(m) =
cardy(m,o.revd(p)) for p € Corr, m € MT. (For simplicity we use the convention
that Corr = {1,...5}, for some j € N.) Note that L! labels a configuration with
the process control states and the number of messages received by each process.

The message-passing transition systems have the following features. The mes-
sages sent by correct processes are stored in the shared set sent. In this modeling,
the messages from Byzantine processes are not stored in sent explicitly, but can
be received at any step. Each correct process p € Corr stores received messages
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in its local set rcvd(p), whose elements originate from the messages stored in the
set sent or from Byzantine processes.

The message-counting transition systems have the following features. Mes-
sages are not stored explicitly, but are only counted. We maintain two vectors
of counters: (i) representing the number of messages that originate from correct
processes (these messages have the tag C), and (ii) representing the number of
messages that originate from faulty processes (these messages have the tag F).
Each correct process p € Corr keeps two such vectors of counters cc and cf in its
local variable rcvd(p). In the following, we refer to cc and cg using the notation
[revd(p)]c and [revd(p)]g. The number of sent messages is also stored as a pair of
vectors [sent]c and [sent]r. By the definition of the transition relation RMC, the
vector [sent]r is always equal to the zero vector, whereas the correct process p
can increment its counter [rcvd(p)], if [revd(p)]r(m) < |Byz|, for every m € MT.

To prove bisimulation between a message-passing system and a message-
counting system — built from the same design — we introduce the following rela-
tion on the configurations of both systems:

Definition 3.3. Let H#* C SMP x SMC sych that (o,0%) € H¥ if for all
processes p € Corr and message types m € MT:

o#.pc(p) = o.pc(p)

o .[revd(p)]c(m) = |{q € Corr: (m,q) € o.revd(p)}|
o .[revd(p)]e(m) = [{q € Byz: (m,q) € o.revd(p)}|
o [sent]c(m) = |{q € Corr: (m,q) € o.sent}]|

o [sent]g(m) = 0

{q € Proc: {(m,q) € o.sent} C Corr

o.revd(p) C o.sentU {(m, q) : m € MT, g € Byz}
is_sent(c.pc(p), m) <> (m,p) € o.sent

B XD G oo~

Theorem 3.4. For a message-passing system TSMP and a message-counting
system TSMC defined over the same design, H* is a bisimulation.

The key argument to prove the Theorem 3.4 is that given a message counting
state o7, if a step increases a counter rcvd (p), in the message passing system this
transition can be mirrored by receiving an arbitrary message in transit. In fact,
in both systems, once a message is sent it can be received at any future step. We
will see that in the timed version this argument does not work anymore, due to
the restricted time interval in which a message must be received.

4 Messages with Time Constraints

We now add time constraints to both, message-passing systems and message-
counting systems. Following the definitions from distributed algorithms [35,40],
we assume that every message is delivered within a predefined time bound, that
is, not earlier than 7~ time units and not later than 7+ times units since the
instant it was sent, with 0 < 7= < 717. We use naturals for 7= and 71 for
consistency with the literature on timed automata.
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As can be seen from Sect. 2, to define a timed automaton, one has to provide
an invariant and a switch relation. In the following, we fix the invariants and
switch relations with respect to the timing constraints 7~ and 7+ on messages.
However, the specifications of distributed algorithms may refer to time, e.g., “If
a correct process accepts the message (round k) at time ¢, then every correct
process does so by time t + tg4e1” [35]. Therefore, we assume that a specification
invariant (or user invariant) Iy : 2AP — W(U) and a specification switch relation
(or user switch relation) Ey : 2AP x 2AP — @(U) x 2V are given as input. Then,
we will refer to the tuple (£, Lo, T, Proc, Iy, Eyy) as a timed design and we will
assume that a timed design is fixed in the following.

Using a timed design, we will use message-passing and message-counting
systems to derive two timed automata. For a message of type m sent by a
correct process p, the message-passing system uses a clock ¢ (m,p) to store the
delay since the message (m,p) was sent. The message-counting system stores
the delay since the ith message of type m was sent, for all i and m. Both timed
automata specify an invariant to constrain the time required to deliver a message.

Definition 4.1 (Message-passing timed automaton). Given a message-
passing system TSMP = (SMP SMP RMP LMP) defined over a timed system
design (L, Lo, T,Proc, Iy, Ey), we say that a timed automaton TAMP = (SMP.
SMP RMP LMP 7y XMP [MP EMP) s o message-passing timed automaton, if
it has the following properties:

1. There is one clock per message that can be sent by a correct process: XMP =
{c(m,p) : m € MT,p € Corr}.

2. For each discrete transition (o,0') € RMP | the state switch relation EMP(o, ")
ensures the specification invariant and resets the given specification clocks and
the clocks corresponding to the message sent in transition (o,0’). That is, if
(o, Yy) is the guard, and specification clocks are in Ey(LMP(o), LMP(5")),
then EMP(0,0") = (¢u, Yo U{c(m,p) : (m,p) € o’.sent\ o.sent}).

8. Each state o € SMP has the invariant IMP(0) = Iy (LMP(0)) A o A Orp
composed of:

(a) the specification invariant Iy(LMP(o));

(b) the lower bound on the age of received messages:
Cup = /\<m)p>eMc<m,p> > 77 for M = {{m,p) € MT x Corr: 3¢ €
Corr. (m,p) € o.revd(q)}; and

(c) the upper bound on the age of messages that are in transit: cpxr/,P =
Nimpyen 0 < c(m,p) < 77 for M = {{m,p) € MT x Corr: (m,p) €

o.sent \ (,econ -revd(q)

Definition 4.2 (Message-counting timed automaton). Given a message-
counting system TSyc = (SMC, SMC RMC LM defined over a timed design (L,
Lo, T,Proc, Is, Ey), we say that a timed automaton TAyc = (SMC, SMC, RMC,
LMC U Uy XM TMC EMC) s q message-counting timed automaton, if it has the
following properties:

1. There is one clock per message type and number of messages sent. That is,
XMC = {c(m,i): meMT,1<i<|Corr|}.
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2. For each discrete transition (o,0') € RMC, the state switch relation EMC (o, ")
ensures the specification invariant and resets the given specification clocks
and the clocks corresponding to message counters updated by (o,0’). That is,
if (ou,Yy) = Ey(LM(0), LMS(c")), then the switch relation EM(a,0") is
(pu, Yo U{c(m,k) : m € MT,k = o’.sent(m) = o.sent(m) + 1}).

3. Each state o € SMC has the invariant IM(0) = Iy (LMS(0)) A ope A Ohc
composed of:

(a) the specification invariant Iyy(LM(a));

(b) opec = Nppemt @(m) > 0 = c(m,a(m)) > 7= for the numbers a(m) =
maxpecorr|[o.revd(p)(m)]c. If a correct process has received a(m) messages
of type m from correct processes, then the a(m)-th message of type m, for
every m € MT, was sent at least T~ time units earlier.

(¢) fmc = Nmemt Nogm)<j<osentm) 0 < c{mij) < 7 for the numbers
b(m) = minyecor|o.revd(p)(m)]c. If there is a correct process that has
received b(m) messages of type m from correct processes, then for every
number of messages j > b(m), the respective clock is bounded by 77 .

While the number of employed clocks is the same, the latter model is “more
abstract”: by forgetting the identity of the sender, indeed, several configurations
of the message-passing timed automaton can be mapped on the same configura-
tion of the message-counting timed automaton.

5 Precision of Message Counting with Time Constraints

While Theorem 3.4 establishes a strong equivalence — that is, a bisimulation rela-
tion — between message-passing transition systems, we will show in Theorem 5.1
that message-passing timed automata and message-counting timed automata are
not necessarily equivalent in the sense of timed bisimulation. Remarkably, such
automata are also not necessarily equivalent in the sense of time-abstracting
bisimulation. These results show an upper bound on the degree of precision
achievable by model checking of timed properties of FTDAs by counting mes-
sages. Nevertheless, we show that such automata simulate each other, and thus
they satisfy the same ATCTL formulas (Corollarys5.10 and 6.2).

Theorem 5.1. There exists a timed design whose message-passing timed
automaton TAMP and message-counting timed automaton TAMC satisfy:

1. There is no initial timed bisimulation between TAMP and TAMC,
2. There is no initial time-abstracting bisimulation between TAMP and TAME,

Proof (sketch). We give an example of a timed design proving Point 2. Since
timed bisimulation is a special case of time-abstracting bisimulation, this exam-
ple also proves Point 1.

We use the process template shown in Fig.4 on page 7. Formally, this tem-
plate is defined as follows: there is one parameter, i.e., Il = {n}, one message
type, i.e., MT = {M}, and two control states, i.e., L = {{g, ¢1}. There are two
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11(M, 1) . 21(M, 2) o 27 (M, 1) 27 (M,?2)
O——— N\ N> O—— NN »O——>O0——>

q0 q1 q2 qs3 qa qs

sent+ o1 sent++ 8o revd(2)++revd(2)++ revd(1)++ 53
»ON»O >

O
o T1 T2 r3 T4 5 T6 7 rs

Fig. 5. Two runs of TAM? (above) and one run of TAMC (below) that violate time-
abstracting bisimulation when 77 = 277, Circles and edges illustrate states and tran-
sitions. Edge labels are as follows: 7~ or §; designate a time step with the respective
delay; il (M, j) and i? (M, j) designate send and receive of a message (M, ]) by process 4
in the message-passing system; sent++ and rcvd(i)++ designate send and receive of a
message M by some process and process ¢ respectively.

types of transitions: tY = ({o, p, ¢4, ¢1) and t5 = ({1, p, c5, ¢1). The conditions c4
and c5 require that ¢4 (M) = 0 and c5(M) > 0 respectively. Every process sends
a message of type M when going from ¢y to 41, i.e., issent(¢, M) =T iff £ = ¢;.
Then the processes self-loop in the control state ¢; (by doing so, they can receive
messages from the other processes).

Consider the system of two correct processes and no Byzantine processes,
that is, Corr = {1,2} and Byz = (). We fix the upper bound on message delays to
be 7+ = 277 > 0. For the sake of this proof, we set U = (), and thus Iy and Ey
are defined trivially. Together, these constraints define a timed design.

Figure5 illustrates two runs of a TAMP and a run of TAMC that should be
matched by a time-abstracting bisimulation, if one exists. We show by contra-
diction that no such relation exists. Note that the message (M, 1) has been
received by all processes at the timed state gy and has not been received by
the first process at the timed state ¢f. Thus the timed state ¢7 admits a time
step, while the timed state ¢/ does not. Indeed, on one hand, the timed automa-
ton TAMP can advance the clocks by at most 7+ —7~ = 7~ time units in g7 before
the clock attached to the message (M, 2) expires; on the other hand, in ¢, the
timed automaton TAMP cannot advance the clocks before the clock attached to
the message (M, 1) expires. However, both states must be time-abstract related
to the state r7 of TAMC, because they both received the same number of mes-
sages of type M and thus their labels coincide, from which we derive the required
contradiction. Hence, proving that there is no time-abstracting bisimulation. O

From Theorem 5.1, it follows that message counting abstraction is not precise
enough to preserve an equivalence relation as strong as bisimulation. However, for
abstraction-based model checking a coarser relation, namely, timed-simulation
equivalence, would be sufficient. In one direction, timed-simulation is easy: a
discrete configuration of a message-passing timed automaton can be mapped
to the configuration of the message-counting timed automaton by just counting
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Fig. 6. Receiving messages in order relaxes constraints of delay transitions

the messages for each message type, while the clocks assignments are kept the
same. The other direction is harder: A first approach would be to map a con-
figuration of a message-counting timed automaton to all the configurations of
the message-passing timed automaton, where the message counters are equal to
the cardinalities of the sets of received messages. This mapping is problematic
because of the interplay of message re-ordering and timing constraints:

Ezample 5.2 Figure6 exemplifies a problematic behavior that originates from
the interplay of message re-ordering and timing constraints on message delays.
In the figure we see the space-time diagram of two timed message passing runs,
where first process 1 sends (M, 1) at instant ¢;, and then process 2 sends (M, 2)
at a later time ty > t;. In the run on the left, process 3 receives (M,2) at
instant t3 and has not received (M, 1) before. In the run on the right process 3
receives (M, 1) at instant t3. Hence, at t3 on the left (M, 1) is in transit, while
on the right (M, 2) is in transit, which has been sent after (M, 1). As indicated
by the 7T intervals, due to the invariants from Definition 4.1[3c], the left run is
more restricted: On the left within one time step the clocks can be advanced
by 77 — (t3 — t1) while on the right the clocks can advance further, namely,
by 7t — (t3 — t2) > 77 — (t3 — t1). Message counting timed automata abstract
away the origin of the messages, and intuitively, relate the sending of the ith
message to the reception of i messages, which correspond to runs where messages
are received “in order”, like in the run on the right. We shall formalize this
below. <

In the following, we exclude from the simulation relation those states where
an in-transit message has been sent before a received one, and only consider
so-called well-formed states where the messages are received in the chronological
order of the sending (according to the clocks of timed automata). Indeed, we use
the fact that the timing constraints of well-formed states in the message-passing
system match the timing constraints in the message-counting system.

Definition 5.3 (Well-formed state). For a message-passing timed automaton
TAMP with TS( TAMP) =(Q, Qo, A, \), a state (s, p,v) € Q is well-formed, if for
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each message type m € MT, each process p € Corr that has received a message
(m,p') has also received all messages of type m sent earlier than (m,p’):

(m,p') € s.revd(p) A ple (m, ")) > ple(m,p')) (1)
— (m, p") € s.revd(p) for p’,p” € Corr

Observe that because messages can be sent at precisely the same time, there
can be different well-formed states s and s’ with s.rcvd(p) # s’.revd(p). Also,
considering only well-formed states does not imply that the messages are received
according to the sending order in a run (which would correspond to FIFO).

We will use a mapping WF to abstract arbitrary states of any message passing
timed automaton to sets of well-formed states in the same automaton.

Definition 5.4 Given a message-passing timed automaton TAMP with the tran-
sition system TS(TAMP) = (Q,Qq, A, \), we define a mapping WF : Q — 29
that maps an automaton state (s, u,v) € Q into a set of well-formed states with
each (s', 1/, V") € WF((s, i, v)) having the following properties:

1. ' =u, v =v, ¢ .sent = s.sent, and s.pc(p) = s'.pc(p) for p € Corr, and
2. {q: (m,q) € s'.revd(p)}H = |[{q: (m,q) € s.revd(p)}| for m € MT,p € Corr.

One can show that every timed state g € @ has at least one state in WF(q):

Proposition 5.5. Let TAMP be q message-passing timed automaton, and
TS(TAMP) = (Q, Qo, A, \). For every state q € Q, the set WF(q) is not empty.

Using Proposition 5.5, one can show that the well-defined states simulate all
the timed states of a message-passing timed automaton:

Theorem 5.6. If TAMP is a message-passing timed automaton, and if
TS(TAMPY = (Q,Qo, A, \), then {(g,7): ¢ € Q,7 € WF(q)} is an initial timed

simulation.

Theorem 5.6 suggests that timed automata restricted to well-formed states
might help us in avoiding the negative result of Theoremb5.1. To this end, we
introduce a well-formed message-passing timed automaton. Before that, we note
that Eq. (1) of Definition 5.3 can be transformed to a state invariant. We denote
such a state invariant as I'VF.

Definition 5.7 (Well-formed MPTA). Given a message-passing timed
automaton TAMP = (S, Sy, R, L,U U X, I, E), its well-formed restriction TANz
is the timed automaton (S, So, R,L,UU X, I N IVF  E).

Since the well-formed states are included in the set of timed states, and the
well-formed states simulate timed states (Theorem 5.6), we obtain the following:

Corollary 5.8. Let TAMP be message-passing timed automaton and TA%? be
its well-formed restriction. These timed automata are timed-simulation equiva-
lent: TAMP ~t TAYE.

76



362 I. Konnov et al.

states of a message-passing automaton states of a message-counting automaton

Corollary 5.10

Fig. 7. Simulations constructed in Theorems 5.6-5.10. Small circles depict states of
the transition systems. An arrow from a state s to a state ¢ illustrates that the pair
(s,t) belongs to a timed simulation

As a consequence of Theorems 3.4, 5.6, and Corollary 5.8, one obtains that
there is a timed bisimulation equivalence between a well-formed message-passing
timed automaton and the corresponding message-counting timed automaton,
which is obtained by forgetting the sender of the messages and just counting the
sent and delivered messages.

Theorem 5.9. Let TAMF be a message-passing timed automaton and TAME pe
a message-counting timed automaton defined over the same timed system design.
Further, let TAWE be the well-formed restriction of TAMP. There exists an initial
timed bisimulation: TAle ~! TAMC.

By collecting Theorem 5.9 and Corollary 5.8 we conclude that there is a timed
simulation equivalence between MPTA and MCTA:

Corollary 5.10. Let TAMP be a message-passing timed automaton and TAMC be
a message-counting timed automaton defined over the same timed system design.
TAMP and TAMC are timed-simulation equivalent: TAMP ~t TAMC,

Figure 7 uses arrows to depict the timed simulations presented in this work.

6 Conclusions

Asynchronous Systems. For systems considered in Sect. 3, we conclude from
Theorem 3.4 that message-counting systems are detailed enough for model check-
ing of properties written in CTL*:

Corollary 6.1. For a CTL* formula ¢, a message-passing system TSP and a
message-counting system TSMC defined over the same design, TSMP E ¢ if and
only if TSMC E e

The corollary implies that the message counting abstraction does not intro-
duce spurious behavior. In contrast, data and counter abstractions introduced
in [22] may lead to spurious behavior as only simulation relations have been
shown for these abstractions.
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Timed Systems. For systems considered in Sect. 4, we consider specifications
in the temporal logic ATCTL [14], which restricts TCTL [6] as follows: first,
negations only appear next to propositions p € AP U ¥(U), and second, the
temporal operators are restricted to AF ., AG ¢, and A U ..

To derive that message-counting timed automata are sufficiently precise for
model checking of ATCTL formulas (in the following corollary), we combine the
following results: (i) Simulation-equivalent systems satisfy the same formulas
of ACTL, e.g. see [11, Theorem 7.76]; (ii) Reduction of TCTL model checking
to CTL model checking by clock embedding [11, p. 706]; (iii) Corollary 5.10.

Corollary 6.2. For a message-passing timed automaton TAMP and a message-
counting timed automaton TAMC defined over the same timed design and an
ATCTL-formula @, the following holds: TAMP = o if and only if TAMC E e

Future Work. Most of the timed specifications of interest for FTDAs (e.g.,
fault-tolerant clock synchronization algorithms [35,39,40]) are examples of time-
bounded specifications, thus belonging to the class of timed safety specifica-
tions. These algorithms can be encoded as message-passing timed automata
(Definition4.1). In this paper, we have shown that model checking of these
algorithms can also be done at the level of message-counting timed automata
(Definition 4.2). Based on this it appears natural to apply the abstraction-based
parameterized model checking technique from [22]. However, we are still facing
the challenge of having a parameterized number of clocks in Definition4.2. We
are currently working on another abstraction that addresses this issue. This will
eventually allow us to do parameterized model checking of timed fault-tolerant
distributed algorithms using UPPAAL [12] as back-end model checker.

Related Work. As discussed in [23], while modeling message passing is natural
for fault-tolerant distributed algorithms (FTDAs), message counting scales bet-
ter for asynchronous systems, and also builds a basis for efficient parameterized
model checking techniques [22,28]. We are interested in corresponding results for
timed systems, that is, our long-term research goal is to build a framework for
the automatic verification of timed properties of FTDAs. Such kind of properties
are particularly relevant for the analysis of distributed clock synchronization pro-
tocols [35,39,40]. This investigation combines two research areas: (i) verification
of FTDAs and (ii) parameterized model checking (PMC) of timed systems.

To the best of our knowledge, most of the existing literature on (i) can model
only the discrete behaviors of the algorithms themselves [4,5,18,20,22,28,38].
Consequently they can neither reason about nor verify their timed properties.
This motivated us to extend existing techniques for modeling and abstracting
FTDAs, such as message passing and message counting systems together with
the message counting abstraction, to timed systems.

Most of the results about PMC of timed systems [1-3,8-10,31,34] are
restricted to systems whose interprocess communication primitives have other
systems in mind than FTDAs. For instance, the local state space is fixed and
finite and independent of the parameters, while message counting in FTDAs
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requires that the local state space depends on the parameters. This motivated us
to introduce the notions of message passing timed automata and message count-
ing timed automata. Besides, the literature typically focuses on decidability, e.g.,
[1,3,9,34] analyze decidability for different variants of the parameterized model
checking problem (e.g., integer vs. continuous time, safety vs. liveness, presence
vs. absence of controller). Our work focuses on establishing relations between dif-
ferent timed models, with the goal of using these relations for abstraction-based
model checking.
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Parameterized Model Checking of Fault-tolerant
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Vienna University of Technology (TU Wien)

Abstract—We introduce an automated parameterized verifica-
tion method for fault-tolerant distributed algorithms (FTDA).
FTDAs are parameterized by both the number of processes and
the assumed maximum number of faults. At the center of our
technique is a parametric interval abstraction (PIA) where the
interval boundaries are arithmetic expressions over parameters.
Using PIA for both data abstraction and a new form of counter
abstraction, we reduce the parameterized problem to finite-state
model checking. We demonstrate the practical feasibility of our
method by verifying safety and liveness of several fault-tolerant
broadcasting algorithms, and finding counter examples in the case
where there are more faults than the FTDA was designed for.

I. INTRODUCTION

Fault-tolerant distributed algorithms (FTDA) constitute a
core topic of distributed algorithm theory, with a rich body
of results [27], [2]. Yet, they have not been systematically
studied from a model checking point of view. For FTDAs
one typically considers systems of n processes out of which
at most ¢ may be faulty. In this paper we consider various
faults such as crash faults, omissions, and Byzantine faults. As
FTDAs are parameterized in n and ¢, we require parameterized
verification to establish the correctness of an FTDA. The
pragmatic approach to verify a system of fixed size is not
practical, as only very small instances can be verified due
to state space explosion [24], [36], [34]. While in classic
parameterized model checking the number of processes n is
the sole parameter, for FTDAs, ¢ is also a parameter, and is
essentially a fraction of n, expressed by a resilience condition,
e.g., n > 3t. Thus, one has to reason about all runs with n— f
non-faulty and f faulty processes, where f <t and n > 3t.

From an operational viewpoint, FTDAs typically consist of
multiple processes that communicate by passing messages. As
senders can be faulty, a receiver cannot wait for a message
from a specific sender process. Thus, most FTDAs use counters
to reason about the environment; e.g., if a process receives a
certain message from more than ¢ distinct senders, then one
of the senders must be non-faulty. A large class of FTDAs
expresses these counting arguments using threshold guards:

if received <m> from t+1 distinct processes
then action (m);

Threshold guards generalize existential and universal guards
[16], i.e., rules that wait for messages from at least one or
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all processes, respectively. As can be seen from the above
example, and as discussed in [24], existential and universal
guards are not sufficient to capture advanced FTDAs: Thresh-
old guards are a basic building block that has been used in
various environments (various degrees of synchrony, fault as-
sumptions, etc.) and FTDAs, such as consensus [15], software
and hardware clock synchronization [32], [19], approximate
agreement [14], and k-set agreement [13]. The ability to
efficiently reason about these guards is thus a keystone for
automated parameterized verification of such algorithms.

This paper considers parameterized verification of FTDAs
with threshold guards and resilience conditions. We introduce
a framework based on a new form of control flow automata
that captures the semantics of threshold-guarded FTDAs, and
propose a novel two-step abstraction technique. It is based
on parametric interval abstraction (PIA), a generalization of
interval abstraction where the interval borders are expressions
over parameters rather than constants. Using the PIA domain,
we obtain a finite-state model checking problem in two steps:

Step 1: PIA data abstraction. We evaluate the threshold
guards over the parametric intervals. Thus, we abstract away
unbounded variables and parameters from the process code.
We obtain a parameterized system where the replicated pro-
cesses are finite-state and independent of the parameters.

Step 2: PIA counter abstraction. We use a new form of
counter abstraction where the process counters are abstracted
to PIA. As Step 1 guarantees that we need only finitely many
counters, PIA counter abstraction yields a finite-state system.

To evaluate the precision of our abstractions, we im-
plemented our abstraction technique in a tool chain, and
conducted experiments on several FTDAs. Our experiments
showed the need for abstraction refinement to deal with
spurious counterexamples [7] that are due to parameterized
abstraction and fairness. This required novel refinement tech-
niques, which we also discuss in this paper. In addition to
refinement of PIA counter abstraction, which is automated in
a loop using a model checker and an SMT solver, we are
also exploiting simple user-provided invariant candidates (as
in [28], [35]) to refine the abstraction.

We verify several FTDAs that have been derived from
the well-known distributed broadcast algorithm by Srikanth
and Toueg [32], [33], and a folklore reliable broadcasting
algorithm [2, Sect. 8.2.5.1]. Each of these FTDAs tolerates
different faults (e.g., crash, omission, Byzantine), and uses
different threshold guards. To the best of our knowledge, we
are the first to achieve parameterized automated verification of
Byzantine FTDAs.
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Fig. 1. CFA of our case study for Fig. 2. CFA of FTDA from [18]
Byzantine faults. (if 2’ is not assigned, then =’ = x).

II. OUR APPROACH AT A GLANCE

To give an intuition of our method, we start with the control
flow automaton (CFA) given in Figure 1 that formalizes our
case study FTDA. The CFA uses the shared integer variable
nsnt (capturing the number of messages sent by non-faulty
processes), the local integer variable rcvd (storing the number
of messages received by the process so far), and the local status
variable sv, which ranges over a finite domain (capturing the
local progress w.r.t. the FTDA). In [24] we show that this
formalization captures the logic of our case study FTDA.

We use the CFA to represent one atomic step of the FTDA:
Each edge is labeled with a guard. A path from ¢; to g
induces a conjunction of all the guards along it, and imposes
constraints on the variables before the step (e.g., sv), after
the step (sv'), and temporary variables (sv°). If one fixes the
variables before the step, different valuations (of the primed
variables) that satisfy the constraints capture non-determinism.

A system consists of n — f processes that concurrently

execute the code corresponding to the CFA, and communicate
via nsnt. Thus, there are two sources of unboundedness: first,
the integer variables, and second, the parametric number of
processes. We deal with these two issues in two steps.
Step 1: PIA data abstraction. We observe that the CFA
contains several transitions which are labeled with threshold
guards that refer to (unbounded) variables and parameters. For
instance, the CFA in Figure 1 contains the following transition,
which is labeled with a threshold guard:

@ t+1 < revd @

The CFA also contains a guard n — ¢ < rcvd’. Actually, the
correctness of the FTDA is based on the fact that the values
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of the thresholds, e.g., t+1 and n —t, are sufficiently far apart
from each other under the resilience condition n > 3t A f < t;
in particular, (n —t) — f > t + 1. These properties are
also used in the manual proofs [33]. We observe that such
FTDAs are designed by carefully choosing the thresholds and
the resilience condition. Consequently, our abstraction must
be sufficiently precise to preserve the relationship between
thresholds and the resilience condition.

The second important observation is that it is not necessary
to keep track of the precise value of variables that are compared
against thresholds, e.g., revd’. Rather, in our case study, it is
sufficient to know whether revd’ lies in the interval [0, ¢ + 1],
or [t+1,n—t[, or [n —t, 00, in order to determine which of
the threshold guards of the CFA are satisfied. Our parametric
interval abstraction PIA exploits this idea. In addition, in
Step 2 we will see that we also have to distinguish 0 from
other values. Thus, PIA consists of mapping integers to a finite
domain of four intervals Iy = [0,1[ and I; = [1,¢+ 1] and
I =[t+1,n—t[and I3 = [n — t; 0]

Then, we replace the guards that refer to unbounded vari-
ables and parameters by their existential abstraction. For
instance, the above transition with the guard “t + 1 < revd’”
means that rcvd’ lies in the intervals [t+1,n—¢[ or [n—t, 00].
As these correspond to the abstract intervals I and I3,
respectively, we can replace the guard by:

rcvd’ =1 Vrevd = 13)—>

The abstraction of the guard “nsnt® = nsnt + 17 can be
expressed similarly, as later discussed in Figure 4. The ex-
pression “rcvd’ < nsnt + f”, which is also used in a guard, is
more complicated as it involves two variables and a parameter.
Still, the basic abstraction idea is the same. The corresponding
abstract expression has the form (revd = Iy A nsnt =
Io)V (revd = Ig Ansnt = 1) V- - -V (revd' = I3 Ansnt = I).

These abstract guards are Boolean expressions over equal-
ities between variables and abstract values. Therefore, it is
sufficient to interpret the variables nsnt and rcvd over the finite
domain. Hence, all variables range over finite domains, and we
arrive at finite state processes in this way. Our system, however,
is still parameterized, namely, in the number of processes.

Step 2: PIA counter abstraction. We reduce this system to
a finite state system using the following two ideas. First, we
change to a counter-based representation, i.e., the global state
is represented by the (abstract) shared variable nsnt, and by
one counter for each of the local states. A counter stores how
many processes are in the corresponding local state. Second, as
processes interact only via the nsnt variable, precisely counting
processes in certain states may not be necessary; as nsnt
already ranges over the abstract domain, it is natural to count
processes in terms of the same abstract domain.

The local state of a process is determined by the values of sv
and rcvd. Thus, we denote by x[z,y] = I that the number
of processes with sv = x and rcvd = y lies in the abstract
interval I. Then, in Figure 3, the state sy represents the initial
states with £ + 1 to n — ¢ — 1 processes having sv = VO and 1
to t processes having sv = V1. (We omit local states that have
the counter value I to facilitate reading.)
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k[VO, Ip] = I k[VO, Ip] = I k[V0, Io] = I :
- ){[Vl,[o} =1 H[VO,Il] =1 _ I{[VO,Il] =1
KV1710]7]1 " ,‘Q[Vl,[()] =1
nsnt = Ig nsnt = Ip ) nsnt = Ip
S0 1 53
T oy S
: H[VO,I()] =1 E[VO,I()] =1
|N[V0711}=Il :4____,‘6[\/0,]1]:[1 _ K[VO,I1]=IQ
: ){[Vl, Io} =11 H[Vi,[o] =1 " R[Vl,[o] =1
ynsnt = Ig ) nsnt = Ip nsnt = Ip
56 PN 52 54

Fig. 3. A small part of the transition system obtained by counter abstraction.
As shown by our experimental data in Table I of Section VII, the reachable
state space is substantially larger.

Figure 3 gives a small part of the transition system obtained
from the counter abstraction starting from initial state sg.
Each transition corresponds to one process taking a step in
the concrete system. For instance, in the transition (sg, $2)
a process with local state [VO, Iy] changes its state to [VO, I1].
Therefore, the counter x[V0, Iy] is decremented and the counter
k[VO, I;] is incremented. However, as we interpret counters
over the abstract domain, the operations of incrementing and
decrementing a counter are actually non-deterministic. Conse-
quently, the transition (s, s1) captures the same concrete local
step as (sg, s2). In (sg, s1), the non-deterministic decrement
of the abstract counter x[VO, Iy] did not change its value.

Typically, the specifications of FTDAs refer to global states
where ‘“there is a process in a given local state” or “all
processes are in a given local state.”” To express this via
counters, we have to check whether counter values are I.

Abstraction refinement. Our abstraction steps result in a
system which is an over-approximation of all systems with
fixed parameters. For instance, the non-determinism in the
counters may “increase” or “decrease” the number of processes
in a system, although in all concrete system the number
of processes is constant: Consider the transition (sg,sg) in
Figure 3, and let =, y, z be the non-negative integers that
are in so abstracted to x[VO,Iy], k[VO,I;], and k[V1,I],
respectively. Similarly ¢’ and 2’ are abstracted to k[VO,I]
and s[V1, Iy] in sg. If the following inequalities do not have
a solution under the resilience condition (n > 3t,¢ > f), then
there is no concrete system with a transition between two states
that are abstracted to so and sg, respectively.

1<z<t+1, 1<y <t+1,1< 2z <t+1,
1<y <t+1,1< 2 <t+1,
r+yt+z=9y +7=n—7f.

We use an SMT solver for this, and examine each transition
of a counterexample returned by a model checker. If a transi-
tion is spurious, then we remove it from the abstract system.

Related abstractions. Interval abstraction [10] is a natural
solution to the problem of unboundedness of local variables.
However, if we fixed the interval bounds to numeric values,
then they would not be aligned to the thresholds, and the

abstraction would not be sufficiently precise to do parametric
verification. At the same time, we do not have to deal with
symbolic ranges over variables in the sense of [30], because
for FTDAs the interval bounds are constant in each run.

Further, we want to produce a single process skeleton that
is independent of parameters and captures the behavior of
all process instances. This can be done by using ideas from
existential abstraction [9], [12], [25] and sound abstraction of
fairness constraints [25]. We combine these two ideas to arrive
at PIA data abstraction.

The PIA counter abstraction is similar to [29], in that
counters range over an abstract domain, and increment and
decrement is done using existential abstraction. The domain
in [29] consists of three values representing 0, 1, or more.
This domain is sufficient for mutual-exclusion-like problems:
It allows to distinguish good from bad states, while it is not
possible (and also not necessary) to distinguish two bad states:
A bad state is one where at least two processes are in the
critical section, which is precisely abstracted in the three-
valued domain. However, two bad states where, e.g., 2 and 3
processes are in the critical section, respectively, cannot be
distinguished. Verification of threshold-based FTDAs requires
more involved counting; e.g., we have to capture whether at
least n —t processes or at most ¢ processes incremented nsnt.
Therefore, we use counters from the PIA domain.

III. SYSTEM MODEL WITH MULTIPLE PARAMETERS

In this section we develop all notions that are required to
precisely state the parameterized model checking problem for
multiple parameters. As running example, we use the parame-
ters mentioned above, namely, the number of processes n, the
upper bound on the number of faults ¢, and the actual number
of faults f. We start to define parameterized processes (that
access shared variables) in a way that allows us to modularly
compose them into a parameterized system instance.

We apply this modeling to verify FTDAs as follows: as
input we take a process description that uses the parameters n
and ¢ in the code. From this we construct a system instance
parameterized with n, ¢, and f, which then describes all runs of
an algorithm in which exactly f faults occur. The verification
problem for a distributed algorithm in the concrete case with
fixed n and ¢ is the composition of model checking problems
that differ in the actual value of f < ¢. This modeling also
allows us to set f = ¢+ 1, which models runs in which more
faults occur than expected, and search for counterexamples.
For the parameterized case, we introduce a resilience condition
on these parameters, and require to verify the algorithm for all
values of parameters that satisfy the resilience condition.

We define the parameters, local variables of the processes,
and shared variables referring to a single domain D that
is totally ordered and has the operations of addition and
subtraction. In this paper we assume that D is the set of
nonnegative integers Nj.

We start with some notation. Let Y be a finite set of
variables ranging over D. We denote by D!Y!, the set of all
|Y'|-tuples of variable values. Given s € DY, we use the
expression s.y, to refer to the value of a variable y € Y in
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vector s. For two vectors s and s/, by s =x s’ we denote the
fact that for all x € X, s.x = s’.z holds.

Process. The set of variables V' is {sv} UA UT UII: The
variable sv is the status variable that ranges over a finite
set SV of status values. The finite set A contains variables that
range over the domain D. The variable sv and the variables
from A are local variables. The finite set I' contains the
shared variables that range over D. The finite set II is a set
of parameter variables that range over D, and the resilience
condition RC is a predicate over D!"l. In our example,
II = {n,t, f}, and the resilience condition RC(n,t, f) is
n >3 N f <t A t>0.Then, we denote the set of
admissible parameters by Prc = {p € D"l | RC(p)}.

A process operates on states from the set S = SV x DIAl x
DTl DM, Each process starts its computation in an initial
state from a set SO C S. A relation R C S x S defines
transitions from one state to another, with the restriction
that the values of parameters remain unchanged, i.e., for all
(s,t) € R, s =q1 t. Then, a parameterized process skeleton is
a tuple Sk = (S,5% R).

%et a process instance by fixing the parameter values
p € DI one can restrict the set of process states to .S lp =
{s € S| s =n p} as well as the set of transitions to R|, =
RN (S|p x S|p). Then, a process instance is a process skeleton
Sklp = (Slp, S°|p, R|p) where p is constant.

System Instance. For fixed admissible parameters p, a dis-
tributed system is modeled as an asynchronous parallel com-
position of identical processes SK|p. The number of processes
depends on the parameters. To formalize this, we define the
size of a system (the number of processes) using a function
N: Pre — Ny, for instance, when modeling only correct
processes explicitly, we use n — f for N(n,t, f).

Given p € Prc, and a process skeleton Sk = (S, S%, R),
a system instance is defined as an asynchronous parallel
composition of N(p) process instances, indexed by ¢ €
{1,...,N(p)}, with standard interleaving semantics. Let AP
be a set of atomic propositions. A system instance Inst(p, SK)
is a Kripke structure (Sy,SY, Ry, AP, \;) where:

o 5 = {(oll],....o[N®))) € (S|p)N® | vij €
{1,...,N(p)},oli] =run olj]} is the set of (global)
states. Informally, a global state o is a Cartesian product
of the state o[i] of each process 4, with identical values
of parameters and shared variables at each process.

o SV= (S°)NP) 1 S is the set of initial (global) states,
where (S°)N(P) is the Cartesian product of initial states
of individual processes.

e A transition (o,0’) from a global state o € Sy to a
global state o’ € S belongs to R; iff there is an index
i, 1 <i < N(p), such that:

(MOVE) The i-th process moves: (o[i],o’[i]) € R|p.

(FRAME) The values of the local variables of the other
processes are preserved: for every process in-
dex j # i, 1 < j < N(p), it holds that
U[]} ={sv}UA U/[j}-

e \r:S;— 2% is a state labeling function.

Remark 1: The set of global states S; and the transition

relation R; are preserved under every transposition ¢ <+ j of
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process indices ¢ and j in {1, ..., N(p)}. That is, every system
Inst(p, SK) is fully symmetric by construction.

Atomic Propositions. We define the set of atomic propo-
sitions AP to be the disjoint union of APgy and APp:
The set APgy contains propositions that capture comparison
against a given status value Z € SV, i.e., [Vi.sv; = Z] and
[Fi. sv; = Z]. Further, the set of atomic propositions APp
captures comparison of variables x, y, and a linear combina-
tion ¢ of parameters from II; APp consists of propositions of
the form [3i. z; + ¢ < y;] and [Vi. z; + ¢ > y,].

The labeling function A; of a system instance Inst(p, Sk)
maps a state o to expressions p from AP as follows (the
existential case is defined accordingly using disjunctions):

Vi.sv; = Z) € Ai(o /<
N(p)
Vi. z; + ¢ > y;] € Ai(o) iff /\ (ofi].x + e(p) > oli].y)

Temporal Logic. We specify properties using temporal logic
LTL .x over APsy. We use the standard definitions of paths and
LTL .x semantics [6]. A formula of LTL x is defined inductively
as: (i) a literal p or —p, where p € APgy, or (ii) Fy, G,
eUy, ¢V, and p A, where ¢ and v are LTL .x formulas.

Fairness. We are interested in verifying safety and liveness
properties. The latter can be usually proven only in the
presence of fairness constraints. As in [25], [29], we consider
verification of safety and liveness in systems with justice
fairness constraints. We define fair paths of a system instance
Inst(p, SKk) using a set of justice constraints J C APp. A
path 7 of a system Inst(p, Sk) is J-fair iff for every p € J
there are infinitely many states o in 7 with p € Ar(o). By
Inst(p, SK) |=; ¢ we denote that the formula ¢ holds on all
J-fair paths of Inst(p, Sk).

Definition 2: Given a system description containing

e a domain D,

e a parameterized process skeleton Sk = (S, Sy, R),

e aresilience condition RC (generating a set of admissible

parameters P ),

e a system size function [V,

e justice requirements .J,
and an LTL x formula ¢, the parameterized model checking
problem (PMCP) is to verify Vp € Pgc. Inst(p, SK) = ¢.

IV. THRESHOLD-GUARDED FTDAS

In [24], we formalized threshold-guarded FTDAs in
Promela. In order to introduce our abstraction technique, we
propose a language-independent approach that focuses on the
control flow and is based on control flow automata (CFA) [21].

A guarded control flow automaton (CFA) is an edge-labeled
directed acyclic graph A = (Q, g1, qr, E) with a finite set @
of nodes called locations, an initial location ¢; € @), and a final
location gr € Q. A path from g; to gr is used to describe
one step of a distributed algorithm. The edges have the form
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E C @ x guard x (), where guard is defined as an expression
of one of the following forms where ag,...,am € Z, and
= {p1,...,pm}:
o if Z €8V, then sv = Z and sv # Z are status guards;
e if x is a variable in D and <1 € {<, >}, then

ap + Z a;-p; < x
1<a<||

is a threshold guard,
e if y,21,...,2;, are variables in D for £k > 1, and < €
{=#,<, <,>,>}, and ao, ..., an| € Z, then

y <zt + 2+ (ao + Z ai - pi)
1<i< ||

is a comparison guard,

e a conjunction g; A go of guards g; and go is a guard.

Status guards are used to capture the basic control flow.
Threshold guards capture the core primitive of the FTDAs we
consider. Finally, comparison guards are used to model send
and receive operations. Figure 1 shows an example CFA with
I' = {nsnt}, A = {revd}, and II = {n,t, f}.

Obtaining a Skeleton from a CFA. One step of a process
skeleton is defined by a path from g to ¢ in a CFA. Given SV,
A, T, TI, RC, and a CFA A, we define the process skeleton
Sk(A) = (S,5° R) induced by A as follows: The set of
variables used by the CFA is W D TTUAUT U {sv} U {2’ |
x € AUT'U{sv}}, which may contain also temporary variables.
A variable x corresponds to the value before a step, =’ to the
value after the step, and 2, z!,... to intermediate values. A
path p from ¢ to g induces a conjuction of all the guards
along it. We call a mapping v from W to the values from the
respective domains a valuation. We write v |= p to denote that
the valuation v satisfies the guards of the path p. We define
the mapping between a CFA A and the transition relation of
a process skeleton SK(A): If there is a path p and a valuation
v with v = p, then v defines a single transition (s,t) of a
process skeleton Sk(.A), if for each variable x € AUT'U{sv} it
holds that s.z = v(z) and t.x = v(z’) and for each parameter
variable z € II, s.z = t.z = v(z). Finally, the initial states S°
need to be specified. For the type of algorithms we consider
in this paper, all variables of the skeleton that range over D
are initialized to 0, and sv ranging over SV takes an initial
value from a fixed subset of SV. (For other algorithms, or self-
stabilizing systems, one would choose different initializations.)

Remark 3: It might seem restrictive that our guards do not
contain, e.g., increment, assignments, non-deterministic choice
from a range of values. However, all these statements can be
translated in our form using the SSA transformation algorithm
from [11]. For instance, Figure 1 has been obtained from the
Promela case study in [24], which contains the mentioned
statements. Figures 1 and 2 provide two of the algorithms we
have used for our experiments in Section VII.

Definition 4 (PMCP for CFA): We define the Parameter-
ized Model Checking Problem for CFA A by specializing
Definition 2 to the parameterized process skeleton SK(.A).

The problem given in Definition 4 is undecidable even if
the CFA contains only status variables [23].

V. ABSTRACTION SCHEME

The input to our abstraction method is the infinite parame-
terized family 7 = {Inst(p,Sk(A)) | p € Prc} of Kripke
structures specified via a CFA A. The family F has two
principal sources of unboundedness: unbounded variables in
the process skeleton Sk(.A), and the unbounded number of
processes N(p). We deal with these two aspects separately,
using two abstraction steps, namely the PIA data abstraction
and the PIA counter abstraction. In both abstraction steps we
use the parametric interval abstraction PIA.

Given a CFA A, let G4 be the set of all linear combi-
nations ap + Y _; ;< @i - pi in the left-hand sides of A’s
threshold guards. Every expression € of G 4 defines a function
fe:Pre — D.Let T = {0,1} U{f. | € € Ga} be a finite
threshold set, and 1 + 1 its cardinality. For convenience, we
name elements of 7 as 6y, 01, ..., 8, with 8y corresponding to
the constant function 0, and #; corresponding to the constant 1.
E.g., the CFA in Fig. 1 has the threshold set {6y, 61,062,065},
where 05(n,t, f) =t + 1 and 03(n,t, f) = n — t. Then, we
define the domain of parametric intervals as:

D={I;|0<j<u}

Our abstraction rests on an implicit property of many
FTDAs, namely, that the resilience condition RC induces an or-
der on the thresholds used in the algorithm (e.g., t+1 < n—t).

Definition 5: The finite set T is uniformly ordered if for all
p € Pre, and all 0;(p) and 0, (p) in 7 with 0 < j < k < p,
it holds that 6,(p) < 0x(p).

Assuming such an order does not limit the application of our
approach: In cases where only a partial order is induced by RC,
one can simply enumerate all finitely many total orders. As
parameters, and thus thresholds, are kept unchanged in a run,
one can verify an algorithm for each threshold order separately,
and then combine the results.

Definition 5 allows us to properly define the parameterized
abstraction function op: DA — D and the parameterized

concretization function vp: D — 2D,

I ifxzelf;j(p),b+1(p)| for some 0 < j < p

aple) = {7

~ [10;(p), 01 (p)[ ifj<p
wlly) = {[QM(P)a OO—E otherwise.

From 0y(p) = 0 and 6;(p) = 1, it immediately follows
that for all p € Prc, we have ap(0) = Iy, ap(l) = I, and
vp(lo) = {0}. Moreover, from the definitions of «, 7, and
Definition 5 one immediately obtains:

Proposition 6: For all p in P g, and for all a in D, it holds
that a € yp(ap(a)).

Definition 7: We define comparison between parametric in-
tervals I, and I, as I}, < I, iff kK < /.

The PIA domain has similarities to predicate abstraction
since the interval borders are naturally expressed as predicates,
and computations over PIA are directly reduced to SMT
solvers. However, notions such as the order of Definition 7
are not naturally expressed in terms of predicate abstraction.

otherwise.
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Fig. 4. The shaded area approximates the line x2 = 1 + 1 along the
boundaries of our parametric intervals. Each shaded rectangle corresponds to
one conjunctive clause in the formula to the right. Thus, given ® = z2 = z1+
1, the shaded rectangles correspond to [|®||5, from which we immediately
construct the existential abstraction ®.

A. PIA data abstraction

We now discuss an existential abstraction of a formula ® that
is either a threshold or a comparison guard (we consider other
guards later). To this end, we introduce notation for sets of vec-
tors satisfying ®. According to Section IV, formula ® has two
kinds of free variables: parameter variables from II and data
variables from AUT". Let x? be a vector of parameter variables
(2f,... ,xfnl) and x” be a vector of variables (zV,...,z})

over D¥. Given a k-dimensional vector d of values from D, by
xXP=p,x"=dE?

we denote that @ is satisfied on concrete values z] =
dy,...,z} = d;, and parameter values p. Then, we define:

|®||5={d € D* | 3p € Pre3d = (dy, ..., dy) € D".
d = (ap(d),...,ap(dy)) A xP =p,x" =d |- @}

Hence, the set ||®||3 contains all vectors of abstract values

that correspond to some concrete values satisfying ®. Parame-
ters do not appear anymore due to existential quantification. A
PIA existential abstraction of ® is defined to be a formula ®
over a vector of variables X = (&1,..., %) over D¥ such that
{de D |x=dF o} 2 @]
Computing PIA abstractions. The central property of our
abstract domain is that it allows to abstract comparisons against
thresholds (i.e., threshold guards) in a precise way. That is, we
can abstract formulas of the form 6;(p) < 21 by I; < &; and
0;(p) > 1 by I; > Z;. In fact, this abstraction is precise in
the following sense.

Proposition 8: For all p € Pre and all a € D:

0;(p) <aiff I; <ap(a), and §;(p) > a iff I; > ap(a).

For comparison guards we use the general form, well-known
from the literature, from the following proposition.

Proposition 9: 1f @ is a formula over variables x1, . .., g
over D., ther} v(dh...,d;ﬂ)ellé\\a #1=di A A =dyis a
PIA existential abstraction.

If the domain D is small (as it is in our case), then one
can enumerate all vectors of abstract values in D* and check
which belong to our abstraction ||®||3, using an SMT solver.
As example consider the PIA domain {Iy, I1, I2, Is} for the
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CFA from Fig. 1. Fig. 4 illustrates ||®||3 of 23 = 1 + 1 and
the use of the formula from Proposition 9.

Transforming CFA. We now describe a general method to
abstract guard formulas, and thus construct an abstract process
skeleton. To this end, we denote by ar a mapping from a
concrete formula ® to some existential abstraction of ® (not
necessarily constructed as above). By fixing o, we can define
an abstraction of a guard of a CFA:

ag(g) if g is a threshold guard
ag(g) if g is a comparison guard
g if g is a status guard
abs(g1) A abs(ge) otherwise, i.e., g is g1 A go

By abusing the notation, for a CFA A by abs(A) we denote
the CFA that is obtained from .4 by replacing every guard g
with abs(g). Note that abs(.A) contains only guards over sv
and over abstract variables over D. For model checking, we
have to reason about the Kripke structures that are built using
the skeletons obtained from CFAs. We denote by Sk (A),
the process skeleton that is induced by CFA abs(.A), and by
Inst(p, Skass(A)) an instance constructed from Skps(A).
Soundness. It can be shown that for all p € Pre, and for
all CFA A, Inst(p, Sk(A)) is simulated by Inst(p, Sks(.A)),

with respect to APgy. Moreover, the abstraction of a J-fair
path of Inst(p, Sk(.A)) is a J-fair path of Inst(p, SKus(.A)).

abs(g) =

B. PIA counter abstraction

In this section, we present a counter abstraction inspired
by [29], which maps a system instance composed of identical
finite state process skeletons to a single finite state system.
We use the PIA domain D along with abstractions ag ({2’ =
x4+ 1}) and ag({z’ = x — 1}) for the counters.

Let us consider a process skeleton Sk = (S, Sy, R), where
S = SV x DIAl x D~|F‘ x DMI that is defined using an
arbitrary finite domain D. We present counter abstraction over
the abstract domain D in two stages, where the first stage is
only a change in representation, but not an abstraction.

Stage 1: Vector Addition System with States (VASS). Let
L={tecsvxDAMN|3IsecS ¢ =wjua S} be the set
of local states of a process skeleton. As the domain D and
the set of local variables A are finite, L is finite. We write
the elements of L as {1,...,f . We define the counting
function K: S; x L — D such that KJo,¢] is the number
of processes ¢ whose local state is ¢ in global state o € S7,
ie., ofi] =rayua £ Thus, we represent the system state o as a
tuple (g1,..., 9%, K[o, 1], ..., K[o,{)]), i.e., by the shared
global state and by the counters for the local states. If a process
moves from local state ¢; to local state ¢;, the counters of ¢;
and ¢; will decrement and increment, respectively.
Stage 2: Abstraction of VASS. We abstract the counters K
of the VASS representation using the PIA domain to obtain
a finite state Kripke structure C(SK). To compute C(Sk) =
(Sc, S8, Rc, AP, Ac) we proceed as follows:

A state w € Sc is given by values of shared vari-
ables from the set I', ranging over DIl and by a vector
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(k[l1],...,k[€L|]) over the abstract domain D from Sec-
tion V. More concisely, Sg = DLl x DITI, B

Definition 10: The parameterized abstraction mapping h;”t
maps a global state o of the system Inst(p, Sk) to a state w
of the abstraction C(Sk) such that: For all £ € L it holds that
w.klf] = ap(Klo,¥]), and w =r 0.

From the definition, one can see how to construct the initial
states. Informally, we require (1) that the initial shared states
of C(SK) correspond to initial shared states of Sk, (2) that
there are actually N(p) processes in the system, and (3) that
initially all processes are in an initial state.

The intuition for the construction of the transition relation

is as follows: Like in VASS, a step that brings a process
from local state ¢; to £; can be modeled by decrementing the
(non-zero) counter of ¢; and incrementing the counter of /;
using the existential abstraction ag({+'[¢;] = [¢;] — 1}) and
ap({/[6;] = lt;] + 1}).
Soundness. We show that for all p € Ppre, and for all
finite state process skeletons Sk, Inst(p, Sk) is simulated by
C(SK), w.r.t. APsy. Further, the abstraction of a J-fair path of
Inst(p, Sk) is a J-fair path of C(SK).

Theorem 11 (Soundness of data & counter abstraction):
For all CFA A, and for all formulas ¢ from LTL .x over APsy
and justice constraints J C APp: if C(Skys(A)) =7 o, then
for all p € PR it holds Inst(p, SK(A)) = .

VI. ABSTRACTION REFINEMENT

The states of the abstract system are determined by variables
over D. Proposition 8 shows that we precisely abstract the
relevant properties of our variables, i.e., comparisons to thresh-
olds. Hence, the classic CEGAR approach [7], which consists
of refining the state space, does not appear suitable. However,
the non-determinism due to our existential abstraction leads to
spurious transitions that one can eliminate.

We encountered two sources of spurious transitions: As
discussed in Section II, transitions can “lose processes,” i.e.,
any concretization of the abstract number of processes is less
than the number of processes we started with. This is not
within the assumption of FTDAs, and thus spurious. Second,
in our case study (cf. Figure 1) processes increase the global
variable nsnt by one, when they transfer to a state where the
value of the status variable is in {SE, AC}. Hence, in concrete
system instances, nsnt should always be equal to the number
of processes whose status variable value is in {SE, AC}, while
due to phenomena similar to those discussed above, we can
“lose messages” in the abstract system.

The experiments show that in our case studies neither
losing processes nor losing messages has influence on the
verification of safety specifications. However, these behaviors
pose challenges for liveness as they lead to spurious coun-
terexamples: Message passing FTDAs typically require that a
process receives messages from (nearly) all correct processes,
which is problematic if processes (i.e., potential senders) or
messages are lost.

Besides, in Figure 1 we model message receptions by an
update of the variable rcvd, more precisely, revd < revd' A
revd’ < nsnt + f. One may observe that this alone does not

require that the value of rcvd actually increases. Hence, we
add justice requirements, e.g., J = {[Vi. rcvd; > nsnt]} in our
case study. As observed by [29], counter abstraction may lead
to justice suppression. Given a counter-example in the form
of a lasso, we detect whether its loop contains only unjust
states. If this is the case, similar to an idea from [29], we
refine C(Sk,;s(.A)) by adding a justice requirement, which is
consistent with existing requirements in all concrete instances.

Below, we give a general framework for a sound refinement
of C(Skups(A)). (In [23], we provide a more detailed discus-
sion on the practical refinement techniques that we use in our
experiments.) To simplify presentation, we define a monster
system as a (possibly infinite) Kripke structure Sys, =
(S.,S%, R, AP, \,), whose state space and transition relation
are disjoint unions of state spaces and transition relations of
system instances Inst(p, Sk(A)) = (Sp, Sy, Rp, AP, \p) over
all admissible parameters:

So=J S, S0=J S Ro= | R

PEPRC PEPRC PEPRC
Ao 0 Sy — 2P and Vp € PR, Vs € Sp- Aw(8) = Ap(s)

Let h: S, — Sc be an abstraction mapping, e.g., a
combination of the abstraction mappings from Section V.

Definition 12: A sequence T = {0;};>1 is a concretization
of path T = {w; };>1 from C(Sky,(A)) if and only if o € S
and for all 4 > 1 it holds h(o;) = w;.

Definition 13: A path T' of C(Skaps(A)) is a spurious path
iff every concretization 7" of T' is not a path in Sys,,.

A prerequisite to abstraction refinement is to check whether
a counter-example provided by the model checker is spurious.
While for finite state systems there are methods to detect
whether a path is spurious [7], we are not aware of a method
to detect whether a path 7' in C(Skgs(A)) corresponds to a
path in the (concrete) infinite monster system Sys,,. Therefore,
we limit ourselves to detecting and refining uniformly spuri-
ous transitions and unjust states. We first consider spurious
transitions.

Definition 14: An abstract transition (w,w’) € Rg is uni-
Sormly spurious iff there is no transition (o,0’) € R, with
w = h(o) and w’ = h(o”’).

The following theorem provides us with a general criterion
that ensures that removing uniformly spurious transitions does
not affect the property of transition preservation.

Theorem 15: Let T' C R¢ be a set of spurious transitions.
Then for every transition (0,0’) € R, there is a transition
(h(o),h(c")) in Rc\ T.

It follows that the system (Sg,SQ, Rc \ T, AP, \¢c) still
simulates Sys,. After considering spurious transitions, we
now consider justice suppression.

Definition 16: An abstract state w € Sg is unjust under
q € APp iff there is no concrete state o € S, with w = h(o)
and ¢ € A\, (0).

Consider infinite counterexamples of C(Sk,s(.A)), which
have a form of lassos w . ccwp(Wg41 .. wy )Y, For such a
counterexample 7" we denote the set of states in the lasso’s
loop by U. We then check, whether all states of U are unjust
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under some justice constraint ¢ € J. If this is the case, then T
is a spurious counterexample, because the justice constraint g
is violated. Note that it is sound to only consider infinite paths,
where states outside of U appear infinitely often; in fact, this
is a justice requirement. To refine C’s unjust behavior we add
a corresponding justice requirement. Formally, we augment .J
(and APp) with a propositional symbol [off U]. Further, we
augment the labelling function A¢ such that every w € Sg is
labelled with [off U] if and only if w ¢ U.

Theorem 17: Let J C APp be a set of justice requirements,
q € J,and U C S; be a set of unjust states under g. Let 7 =
{0:}i>1 be an arbitrary fair path of Sys, under J. The path
7= {h(0;)}i>1 is fair in C(Skyps(A)) under J U {[off Ul}.

From this we derive that loops containing only unjust states
can be eliminated, and thus G(SKg(.A)) be refined.

We encountered cases where several non-uniform spurious
transitions resulted in a uniformly spurious path (i.e., a coun-
terexample). We refine such spurious behavior by invariants.
These invariants are provided by the user as invariant can-
didates, and are then automatically checked to actually be
invariants using an SMT solver. In our example the invariant
is simply “the number of processes that sent a message equals
the number of sent messages.”

VII. EXPERIMENTAL EVALUATION

To show feasibility of our abstractions, we have imple-
mented the PIA abstractions and the refinement loop in OCaml
as a prototype tool BYMC. We evaluated it on different
broadcasting algorithms. They deal with different fault models
and resilience conditions; the algorithms are: (BYZ), which is
the algorithm from Figure 1, for ¢ Byzantine faults if n > 3¢,
(SYMM) for ¢ symmetric (identical Byzantine [2]) faults if
n > 2t, (OMIT) for t send omission faults if n > 2t, and
(CLEAN) for t clean crash faults [37] if n > t. In addition,
we verified the RBC algorithm — formalized also in [18] —
whose CFA is given in Figure 2. In this paper we verify the
following safety and liveness specifications:

[Vi. sv; # V1] =G [Vj. sv; # AC] (U)
[Vi. sv; = V1] —F [3j. sv; = AC] ©
G (= [3i. sv; = AC])V F [Vj. sv; = AC| (R)

In addition, in [18] a specification A for RBC was introduced,
which we verify for RBC. In contrast to [18], we actually im-
plemented our verification method and give experimental data.

From the literature we know that we cannot expect to verify
these FTDAs without restricting the environment, e.g., with
communication fairness, namely, every message sent is even-
tually received. To capture this, we use justice requirements,
e.g., J = {[Vi. revd; > nsnt]} in the Byzantine case.

We extended PROMELA [22] with constructs to express
II, AP, RC, and N [24]. BYMC receives a description of
a CFA A in this extended PROMELA, and then syntactically
extracts the thresholds. The tool chain uses the Yices SMT
solver for existential abstraction, and generates the counter
abstraction C(SKk,(.A)) in standard Promela, such that we can
use Spin to do finite state model checking. Finally, BYMC
also implements the refinements introduced in Section VI
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TABLE L. SUMMARY OF EXPERIMENTS

M = ? RC  Spin Spin Spin Spin |f)| #R  Total
Time Memory States Depth Time

Byz:=U (A) 23s 82 MB 483k 9154 4 0 4s
Byz=C (A) 35s 104 MB 970k 20626 4 10 32
Byz=R (A) 63s 107MB 1327k 20844 4 10 24s
Sym=U (A) O01s 67 MB 19k 897 3 0 1s
Sym=C (A) 0ls 67 MB 19k 1113 3 2 3s
Sym =R (A) 0.3s 69 MB 87k 2047 3 12 16 s
OomtE=U (A) O0l1s 66 MB 4k 487 3 0 Is
Omt=C (A) O.ls 66 MB 7k 747 3 5 6s
Omt =R (A) O0ls 66 MB 8k 704 3 5 10s
Cn=U (A) 03s 67 MB 30k 1371 3 0 2s
Cn=C (A) 045 67 MB 35k 1707 3 4 8s
Cinl=R (A) I.ls 67 MB 51k 2162 3 13 31s
RBCEU — 01s 66 MB 0.8k 232 2 0 Is
RBC |= A — 0.1s 66 MB 1.7k 333 2 0 ls
RBCER — 0ls 66 MB 1.2k 259 2 0 1s
RBCEC — 0ls 66 MB 0.8k 232 2 0 s
Byz#U (B) 52s 101 MB 1093k 17685 4 9 56 s
Byz#C (B) 37s 102MB 980k 19772 4 11 52s
Byzl# R (B) 04s 67 MB 59k 6194 4 10 17 s
Byz=U () 34s 87 MB 655k 10385 4 0 5s
Byz=C (¢) 39s 101 MB 963k 20651 4 9 32s
Byz[£F R (C) 21s 91 MB 797k 14172 4 30 78s
SymE=U (B) 0.1s 67 MB 19k 947 3 0 2s
Sym = C  (B) 0.1s 67 MB 18k 1175 3 2 4s
Sym =R (B) 02s 67 MB 42k 1681 3 8 12s
Omt=U (D) O0.1s 66 MB 5k 487 3 0 Is
Omt=C (D) O0.s 66 MB 5k 487 3 0 2s
Omtl=R (D) O0.1s 66 MB 0.1k 401 3 0 2s

and refines the Promela code for C(Sk,(.A)) by introducing
predicates capturing spurious transitions and unjust states.

Table I summarizes our experiments run on 3.3GHz Intel®)
Core™ 4GB. In the cases (A) we used resilience conditions as
provided by the literature, and verified the specification. The
model RBC is the reliable broadcast algorithm also considered
in [18] under the resilience condition n > ¢ > f. In the
bottom part of Table I we used different resilience conditions
under which we expected the algorithms to fail. The cases (B)
capture the case where more faults occur than expected by
the algorithm designer (f < t + 1 instead of f < t), while
the cases (C) and (D) capture the cases where the algorithms
were designed by assuming wrong resilience conditions (e.g.,
n > 3t instead of n > 3t in the Byzantine case). We
omit (CLEAN) as the only sensible case n = ¢ = f (all
processes are faulty) results into a trivial abstract domain of
one interval [0,00). The column “#R” gives the numbers of
refinement steps. In the cases where it is greater than zero,
refinement was necessary, and “Spin Time” refers to the SPIN
running time after the last refinement step. Finally, column |D|
indicates the size of the abstract domain.

VIII. RELATED WORK

Traditionally, correctness of FTDAs is shown by handwritten
proofs [27], [2], and, in some cases, by proof assistants [26],
[31], [5]. Completely automated model checking or synthesis
are usually not parameterized [24], [36], [34], [3]. Our work
stands in the tradition of parameterized model checking for
protocols [4], [20], [17], [29], [8], e.g., mutual exclusion and
cache coherence. In particular, counter abstraction and justice
preservation by Pnueli et al. [29] are keystones of our work.
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To the best of our knowledge there are two papers on
parameterized model checking of FTDAs [18], [1]. The au-
thors of [18] use regular model checking to make interesting
theoretical progress, but did not do any implementation. Their
models are limited to processes whose local state space and
transition relation are finite and independent of parameters.
This was sufficient to formalize a reliable broadcast algorithm
that tolerates crash faults, and where every process stores
whether it has received at least one message. Such models
are not sufficient to capture FTDAs that contain threshold
guards as in our case. Moreover, the presence of a resilience
condition such as n > 3t would require them to intersect the
regular languages, which describe sets of states, with context-
free languages that enforce the resilience condition.

In [1], the safety of synchronous broadcasting algorithms
that tolerate crash or send omission faults has been verified.
These FTDAs have similar restrictions as the ones considered
in [18]: Alberti et al. [1] mention that they did not consider
FTDAs that feature ‘“‘substantial arithmetic reasoning”, i.e.,
threshold guards and resilience conditions, as they would
require novel suitable techniques. Our abstractions address this
arithmetic reasoning.

To the best of our knowledge, the current paper is thus the
first in which safety and liveness of an FTDA that tolerates
Byzantine faults has been automatically verified for all system
sizes and all admissible numbers of faulty processes.

IX. CONCLUSIONS

We extended the standard setting of parameterized model
checking to processes that use threshold guards, and are
parameterized with a resilience condition. As a case study
we have chosen the core of several broadcasting algorithms
under different failure models, including one [33] that tolerates
Byzantine faults. These algorithms are widely applied in the
literature: typically, multiple (possibly an unbounded number
of) instances are used in combination. As future work, we
plan to use compositional model checking techniques [28]
for parameterized verification of such algorithms. Another
open issue is to capture additional fault assumptions such as
communication faults [5], [37].
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Article history: Counter abstraction is a powerful tool for parameterized model checking, if the number
Received 15 December 2014 of local states of the concurrent processes is relatively small. In recent work, we

Available online 2 March 2016 introduced parametric interval counter abstraction that allowed us to verify the safety

and liveness of threshold-based fault-tolerant distributed algorithms (FTDA). Due to state
Model checking space explosion, applying this technique to distributed algorithms with hundreds of local
Fault-tolerant distributed algorithms states is challenging for state-of-the-art model checkers. In this paper, we demonstrate that
Byzantine faults reachability properties of FTDAs can be verified by bounded model checking. To ensure
Computational models completeness, we need an upper bound on the distance between states. We show that the
diameters of accelerated counter systems of FTDAs, and of their counter abstractions, have
a quadratic upper bound in the number of local transitions. Our experiments show that the
resulting bounds are sufficiently small to use bounded model checking for parameterized
verification of reachability properties of several FTDAs, some of which have not been
automatically verified before.
© 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC
BY license (http://creativecommons.org/licenses/by/4.0/).

Keywords:

1. Introduction

A system that consists of concurrent anonymous (identical) processes can be modeled as a counter system: Instead of
recording which process is in which local state, we record for each local state, how many processes are in this state. We
have one counter per local state ¢, denoted by «[¢]. Each counter is bounded by the number of processes. A step by a
process that goes from local state £ to local state £’ is modeled by decrementing « [¢] and incrementing « [£'].

We consider a specific class of counter systems, namely those that are defined by threshold automata. The technical
motivation to introduce threshold automata is to capture the relevant properties of fault-tolerant distributed algorithms
(FTDAs). FTDAs are an important class of distributed algorithms that work even if a subset of the processes fails [26]. Typ-
ically, they are parameterized in the number of processes and the number of tolerated faulty processes. These numbers of
processes are parameters of the verification problem. We show that the counter systems defined by threshold automata
have a diameter whose bound is independent of the bound on the counters, but depends only on characteristics of the
threshold automaton. This bound can be used for parameterized model checking of FTDAs, as we confirm by experimental
evaluation.
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Modeling FTDAs as counter systems defined by threshold automata A threshold automaton consists of rules that define the
conditions and effects of changes to the local state of a process of a distributed algorithm. Conditions are threshold guards
that compare the value of a shared variable to a linear combination of parameters, e.g., x > n — t, where x is a shared
variable and n and t are parameters. This captures counting arguments which are used in FTDAs, e.g., a process takes a
certain step only, if it has received a message from a majority of processes. To model this, we use the shared variable x
as the number of processes that have sent a message, n as the number of processes in the system, and t as the assumed
number of faulty processes. The condition x > n —t then captures a majority under the resilience condition that n > 2t.
Resilience conditions are standard assumptions for the correctness of an FTDA.! The effect of a rule of a threshold au-
tomaton is that a shared variable is increased, which naturally captures that a process has sent a message. As a process
cannot undo the sending of a message, it is natural to consider threshold automata where shared variables are never de-
creased. In addition, we use shared variables to model the number of processes that have sent a specific message. To be
able to do so, we have to restrict how often a process may send a specific message. In particular, to model the counting
mechanism, we have to prevent that a process sends a message from within an infinite loop (or a loop where the number
of iterations is unknown). We are thus led to consider threshold automata where rules that form cycles do not modify
shared variables. While we add this restriction to derive our technical contribution, we do not consider it too limiting
with respect to the application domain: Indeed, in all our case studies a process sends a given message at most once;
this property appears natural if one considers distributed algorithms under the classic assumption of reliable communica-
tion.

Bounding the diameter For reachability it is not relevant whether we “move” processes one by one from local state ¢ to
local state ¢'. If several processes perform the same transition one after the other, we can model this as a single update on
the counters: The sequence where b processes one after the other move from ¢ to ¢’ can be encoded as a single transition
where k[€] is decreased by b and k[¢'] is increased by b. We call the value of b the acceleration factor. It may vary in a
run depending on how many repetitions of the same transition should be captured. We call such runs of a counter system
accelerated. The lengths of accelerated runs are the ones relevant for the diameter of the counter system.

Our central idea is that given a run that starts in configuration o and ends in configuration ¢’, by swapping and
accelerating transitions in that run, we can construct a run of bounded length that also starts in o and ends in o’. This
bound then gives us the diameter. For deriving this bound, the main technical challenge comes from the interactions of
shared variables and threshold guards. We address it with the following three ideas:

. Acceleration. As discussed above.

ii. Sorting. Given an arbitrary run of a counter system, we can shorten it by changing the order of transitions such that
there are possibly many consecutive transitions that can be merged according to (i), and the resulting run leads to the
same configuration as the original run. However, as we have arithmetic threshold conditions, not all changes of the
order result in allowed runs.

iii. Segmentation. We partition a run into segments, inside of which we can reorder the transitions; cf. (ii).

—

In combination, these three ideas enable us to prove the main theorem: The diameter of a counter system is at most quadratic in
the number of rules; more precisely, it is bounded by the product of the number of rules and the number of distinct threshold conditions.
In particular, the diameter is independent of the parameter values.

Using the bound for parameterized model checking Parameterized model checking is concerned with the verification of con-
current or distributed systems, where the number of processes is not a priori fixed, that is, a system is verified for all
sizes [6]. In our case, the counter systems for all values of n and t that satisfy the resilience condition should be veri-
fied. A well-known parameterized model checking technique is to map all these counter systems to a counter abstraction,
where the counter values are not natural numbers, but range over an abstract finite domain [30]. In [14], we developed
a more general form of counter abstraction for expressions used in threshold guards, which leads, e.g., to the abstract
domain of four values that capture the parametric intervals [0,1) and [1,t+ 1) and [t + 1,n —t) and [n — t,00). It is
easy to see [14] that a counter abstraction simulates all counter systems for all parameter values that satisfy the re-
silience condition. The bound d on the diameter of counter systems implies a bound d on the diameter of the counter
abstraction. From this and simulation follows that if an abstract state is not reachable in the counter abstraction within
d steps, then no concretization of this state is reachable in any of the concrete counter systems. This allows us to ef-
ficiently combine counter abstraction with bounded model checking [5]. Typically, bounded model checking is restricted
to finding bugs that occur after a bounded number of steps of the systems. However, if one can show that within
this bound every state is reachable from an initial state, bounded model checking is a complete method for verifying
reachability.

! Indeed much research in distributed algorithms is devoted to show that certain problems are solvable only under some resilience condition, e.g., the
seminal result on Byzantine fault tolerance by Pease et al. [28].
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(ri:e>n—f) [r2:incy]

F—Em—0)

Fig. 1. Example of a threshold automaton.

2. Our approach at a glance

Fig. 1 represents a threshold automaton: The circles depict the local states, and the arrows represent rules (r; to r5) that
define how the automaton makes transitions. Rounded corner labels correspond to conditional rules, so that the rule can
only be executed if the threshold guard evaluates to true. In our example, x and y are shared variables, and n, t, and f
are parameters. We assume that they satisfy the resilience condition n > 2t A f <t. The number of processes (that each
execute the automaton) depends on the parameters, in this example we assume that n processes run concurrently. Finally,
rectangular labels on arrows correspond to rules that increment a shared variable. The transitions of the counter system are
then defined using the rules, e.g., when rule r; is executed, then variable y is incremented and the counters «[£3] and k[£2]
are updated.

Consider a counter system in which the parameter values are n =3, and t = f = 1. Let op be the configuration where
x =y =20 and all counters are 0 except x[£1] = 3. This configuration corresponds to a concurrent system where all
three processes are in ¢1. For illustration, we assume that in this concurrent system processes have the identifiers 1, 2,
and 3, and we denote by r;(j) that process j executes rule r;. Recall that we have anonymous (symmetric) systems, so
we use the identifiers only for illustration: the transition of the counter system is solely defined by the rule being exe-
cuted.

As we are interested in the diameter, we have to consider the distance between configurations in terms of length of
runs. In this example, we consider the distance of oy to a configuration where k[¢5] = 3, that is, all three processes are
in local state ¢s. First, observe that the rule r5 is locked in o9 as y =0 and t = 1. Hence, we require that rule ry is
executed at least once so that the value of y increases. However, due to the precedence relation on the rules, before that, rq
must be executed, which is also locked in og. The sequence of transitions vy =r3(1),r4(1),13(2),14(2) leads from og to
the configuration where k[£1] =1, x[€4] = 2, and x = 2; we denote it by oy. In oy, rule ry is unlocked, so we may apply
72 =11(3),12(3), to arrive at o3, where y =1, and thus r5 is unlocked. To o, we may apply t3 =r5(1),15(2),74(3),15(3) to
arrive at the required configuration o3 with «x[¢5] = 3.

In order to exploit acceleration as much as possible, we would like to group together occurrences of the same rule.
In 71, we can actually swap r4(1) and r3(2) as locally the precedence relation of each process is maintained, and both rules
are unconditional. Similarly, in 73, we can move r4(3) to the beginning of the sequence 73. Concatenating these altered
sequences, the resulting schedule is T =13(1),13(2),74(1),74(2),11(3),12(3),14(3),15(1),15(2), r5(3). We can group together
the consecutive occurrences for the same rules rj, and write the schedule using pairs consisting of rules and acceleration
factors, that is, (13, 2), (4, 2), (r1, 1), (r2, 1), (r4, 1), (15, 3).

In schedule 7, the occurrences of all rules are grouped together except for r4. That is, in the accelerated schedule we
have two occurrences for r4, while for the other rules one occurrence is sufficient. Actually, there is no way around this:
We cannot swap 1;(3) with r4(3), as we have to maintain the local precedence relation of process 3. More precisely, in the
counter system, r4 would require us to decrease the counter x[£;] at a point in the schedule where x[£3] = 0. We first have
to increase the counter value by executing a transition according to rule r, before we can apply r4. Moreover, we cannot
move the subsequence r1(3),12(3),74(3) to the left, as r1(3) is locked in the prefix.

In this paper we characterize such cases. The issue here is that r4 can unlock ry (we use the notation r4 <y r1), while
r1 precedes r4 in the control flow of the processes (r; <; r4). We coin the term milestone for transitions like r1(3) that
cannot be moved, and show that the same issue arises if a rule r locks a threshold guard of rule r’, where r precedes r’ in
the control flow. As processes do not decrease shared variables, we have at most one milestone per threshold guard. The
sequence of transitions between milestones is called a segment. We prove that transitions inside a segment can be swapped,
so that one can group transitions for the same rule in so-called batches. Each of these batches can then be replaced by a
single accelerated transition that leads to the same configuration as the original batch. Hence, any segment can be replaced
by an accelerated one whose length is at most the number of rules of a process. This, and the number of milestones, gives
us the required bound on the diameter. This bound is independent of the parameters, and only depends on the number of
threshold guards and the precedence relation between the rules of the processes.

Our main result is that the diameter is independent of the parameter values. In contrast, reachability of a specific local
state depends on the parameter values: In order for a process to reach ¢5 in our example, at least n — f processes must
execute r4 before at least t other processes must execute r,. That is, the system must contain at least (n — f) +t processes.
In case of t > f, we obtain (n — f) +t > n, which is a contradiction, and ¢5 cannot be reached for such parameter values.
The model checking problem we are interested in is whether a given state is unreachable for all parameter values that satisfy the
resilience condition.
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3. Parameterized counter systems
3.1. Threshold automata

A threshold automaton describes a process in a concurrent system. It is defined by its local states, shared variables,
parameters, and by rules that define the state changes and their conditions and effects on shared variables. Formally, a
threshold automaton is a tuple TA= (£, Z, ', I1, R, RC) defined below.

States The set L is the finite set of local states, and Z C L is the set of initial local states. (As we later will index counters
by local states, for simplicity we use the convention that £={1,...,|L£|}.) The set I is the finite set of shared variables that
range over Ng = {0, 1, 2, ... }. To simplify the presentation, we view the variables as vectors in Ngl. The finite set IT is a set

of parameter variables that range over Ny, and the resilience condition RC is a predicate over Ngnl. Then, we denote the set of

admissible parameters by Pgc = {p € N'Om : RC(p)}.

Rules A rule defines a conditional transition between local states that may update the shared variables. The semantics is
defined via counter systems in Section 3.2. Here we only give informal explanations of the semantics.

Formally, a rule is a tuple (from, to, =, ¢~,u): The local states from and to are from L. Intuitively, they capture from
which local state to which a process moves, or, in terms of counter systems, which counters decrease and increase, respec-
tively. A rule is only executed if the conditions ¢= and ¢~ evaluate to true. Each condition consists of multiple guards. Each
guard is defined using some shared variable x € T', and coefficients ao, ..., am € Z, so that

| |
ao+§ % Pi =X and ao+§ G Pi > X
1= 1=

are a lower guard and upper guard, respectively (both, variables and coefficients, may differ for different guards). The condition

= is a conjunction of lower guards, and the condition ¢~ is a conjunction of upper guards. Rules may increase shared

variables. We model this using an update vector u e N \FI‘ which is added to the vector of shared variables, when the rule is
executed. Then R is the finite set of rules.

Definition 1 (Precedence). For a threshold automaton (£, Z, T, IT, R, RC), we define the precedence relation <, as subset of
R x R as follows:

r1 <p 1y iffri.to =ry.from.

We denote by <; the transitive closure of <p. If r{ <7 13 A 13 <j 1y, or if ry =13, we write rq ~,15.

The precedence relation thus captures the control flow of a process. For instance, in the example of Fig. 1 it captures
that a process must execute rule r4 before it can execute rule rs.

Definition 2 (Unlock relation). For a threshold automaton (£,Z, T, I1, R, RC), we define the unlock relation <; as subset of
R x R as follows: rq <y ry iff there is a g € N‘Or‘ and a p € Pgc satisfying

e (gD Ern.psAT1.07,
e (8,p) Er2.¢= AT2.007, and
o (g+7r1.U,p) =95 AT2.07.

In the example of Fig. 1, rule r4 increases the shared variable x, and by that may unlock rule r;. We thus write r4 <y 1.
Similarly, r, unlocks r5 in the example.

Definition 3 (Lock relation). For a threshold automaton (£, Z, I', I1, R, RC), we define the lock relation <, as subset of R x R
as follows: r; <, ry iff there is a g NLF‘ and a p € Pgc satisfying

® (8P =r.¢=AT1.07,
e (8,p) Er2.0= Ar2.07, and
o (8+11.U,p) FEr2.9= AT2.007.

Our analysis in Section 4 will show that only two types of conditions of the threshold automaton contribute to the
diameter we are interested in. First, these are the conditions that appear in a rule r that can be unlocked by a rule r’ that
comes after rule r or is parallel to r in the control flow. More precisely, rule ' does not appear before r in the control flow.
The other conditions we are interested in are those that appear in a rule r that can be locked by a rule r” that is before r
or parallel to r in the control flow; more precisely, " does not appear after r in the control flow. This leads to the definition
of the following quantities.
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Definition 4 (Number of relevant conditions). Given a threshold automaton (£,Z, T, I1, R, RC), we define the following quan-
tities:

C=lrg=:reR, I eR.I 41 AT <yr1}|
C={re :reR, I eR AT AT <1}

C=c+C.

To determine these quantities, we have to check whether a specific condition can potentially lock (or unlock) another
one, as defined in Definition 2 (or Definition 3). Observe that this can be done efficiently using an SMT solver.

We consider specific threshold automata, namely those that naturally capture FTDAs, where rules that form cycles do
not increase shared variables.

Definition 5 (Canonical threshold automaton). A threshold automaton (£,Z, T, T1, R, RC) is canonical, if r.u= 0 for all rules
reR that satisfy r <; r.

The relation ~, defines equivalence classes of rules. For a given set of rules R let R/~ be the set of equivalence classes
defined by ~,. We denote by [r] the equivalence class of rule r. For two classes c¢; and ¢z from R/~ we write ¢y < ¢y iff
there are two rules r1 and ry in R satisfying [r1]=cy and [r2] =c2 and rq <,T ry and rq %p ro. Observe that the relation <¢
is a strict partial order (irreflexive and transitive). Hence, there are linear extensions of <.. Below, we fix an arbitrary of

these linear extensions. We will later use it to sort transitions in a schedule.

Notation. We denote by <" a linear extension of <.
Proposition 6. If 1] <’Ci" [r1] thenry £7 1.

Proof. Suppose by contradiction that [r;] <’Ci” [r1] and rq <; rp. We derive a contradiction by distinguishing two cases:

e if rq %p 12, then by the definition of <., we get [r1] <¢ [r2];
e otherwise, that is, if r1 ~pry, it follows that [r1] =[r2].

In both cases we derive a contradiction to [r3] <’Ci" [r1]. O

The semantics of threshold automata are defined with respect to counter systems in the following section.
3.2. Counter systems

Given a threshold automaton TA = (£,Z, T, I1, R,RC) and admissible parameter values p € Pgc, we define in the fol-
lowing a counter system as a transition system (X, I, R) that consists of the set of configurations X, the set of initial
configurations I, and the transition relation R.

Configurations A configuration o = (k, g, p) consists of a vector of counter values o .k € Nlo[:l, a vector of shared variable val-

ues 0.g e N‘Om, and a vector of parameter values o.p = p. The set X is the set of all configurations. The function N: Prc — Ng
formalizes the number of processes to be modeled. In our example, the number of processes is given by the value of the
parameter n. In [14], we discussed a case study where N(n,t, f) =n — f. The set of initial configurations I contains the
configurations that satisfy

e 0.g=0,
e > i.70.k[i]=N(p), and
o Y gz 0 kli]=0.

Transition relation A transition is a pair t = (rule, factor) of a rule of the threshold automaton and a non-negative inte-
ger called the acceleration factor, or just factor for short. To simplify notation, for a transition t = (rule, factor) we refer
by t.u and t.¢~ etc. to rule.u and rule.p” etc., respectively. We say a transition t is unlocked in configuration o if
Vk €{0,...,t.factor — 1}. (oc.k,0.8+k-t.u,0.p) E=t.90= At.p”. For transitions t; and t; we say that the two transitions
are related iff t1.rule and t,.rule are related, e.g., t1 <, ty iff t1.rule <p ty.rule.

A transition t is applicable to (or enabled in) configuration o, if it is unlocked, and if o .k [t.from] > t.factor. We say that ¢’
is the result of applying the (enabled) transition t to o, and use the notation o’ =t(o), if
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t is enabled in o

o'.g=0.g+t factor-t.u

op=o.p

if t.from # t.to then

- o’ .k[t.from] = o .k[t.from] — t factor,

- o’ .k[t.to] = o .k[t.to] + t.factor, and

- for all ¢ in £\ {t.from,t.to} it holds that o’ .k[¢] =0 .k[{]
if t.from =t.to then o'.k =0 .k

The transition relation R € X x X of the counter system is defined as follows: (o,0’) € R iff there is a r € R and a
k € Ng such that o’ =t(0) for t = (r, k). As updates to shared variables do not decrease their values, we obtain:

Proposition 7. For all configurations o, all rules r, and all transitions t applicable to o, the following holds:

1. Ifo Er.p=thent(o) Er.=
2. Ift(o) Er.p=theno Er.p=
3. Ifo ter.@” thent(o) Fer.@”
4. Ift(o) =r.@” theno =r.¢~

The proposition formalizes a crucial property of our systems that will allow us to bound the diameter below: For in-
stance, by repeated application of points 1 and 2 we obtain that once a condition of form ¢= evaluates to true it will
always do so in the future, while if ¢= evaluates to false, it always has in the past. We conclude that for each condition, the
evaluation changes at most once.

Schedules A schedule is a sequence of transitions. A schedule T =t1, ..., ty is called applicable to configuration oy, if there
is a sequence of configurations o1, ..., oy such that o; =tj(0;_1) for 0 <i <m. A schedule tq, ..., tyn where t;.factor =1 for
0 <i<m is a conventional schedule. If there is a t;.factor > 1, then a schedule is called accelerated.

We write 7 - 7/ to denote the concatenation of two schedules T and 7’, and treat a transition t as schedule. If 7 =
T1-t- Ty - t' - 13, for some 71, T2, and 3, we say that transition t precedes transition t’ in 7, and denote this by t —; t'.

4. Diameter of counter systems

In this section, we will present the outline of the proof of our main theorem:

Theorem 8. Given a canonical threshold automaton TA, for each p in Pgc the diameter of the counter system is less than or equal to
d(TA) = (C+ 1) - |R| + C, and thus independent of p.

From the theorem it follows that for all parameter values, reachability in the counter system can be verified by exploring
runs of length at most d(TA). However, the theorem alone is not sufficient to solve the parameterized model checking
problem. For this, we combine the bound with the abstraction method in [14]. More precisely, the counter abstraction
in [14] simulates the counter systems for all parameter values that satisfy the resilience condition. Consequently, the bound
on the length of the run of the counter systems entails a bound for the counter abstraction. As we explain in Section 4.5,
we exploit this in the experiments in Section 5.

4.1. Proof idea

Given a rule r, a schedule 7 and two transitions t; and tj, with t; — tj, the subschedule t; - ... tj of T =t1,...,ty is
a batch of rule r if to.rule=r for i <£ < j, and if the subschedule is maximal, that is, i=1V#ti_1#r and j=mVtj 1 #r1.
Similarly, we define a batch of a class ¢ as a subschedule ¢; - ... -t; where [r;]=c for i <£ < j, and where the subschedule

is maximal as before.
Definition 9 (Sorted schedule). Given a schedule 7, and the relation <’Ci", we define sort(t) as the schedule that satisfies:

1. sort(t) is a permutation of schedule t;

2. two transitions from the same equivalence class maintain their relative order, that is, if t —; t’ and t ~, t/, then
t —sort(ry t's

3. if t —sore(ry £, then t ~pt' or [t] <" [t].

Proposition 10. Given a schedule t, and the relation <lci”, for each equivalence class defined by ~ there is at most one batch in
sort(T).
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Proof. Assume by contradiction that there are two batches, that is, there is an equivalence class ¢ such that there are two
transitions t; and t; in ¢, and there is a transition t’ ¢ ¢ such that t; —s(r) t' and t' —ore(r) t2. By Definition 9(3) it
follows from t1 —sore(r) t' that ¢ <" [¢'] and from ' —>gor(r) t2 that [t'] <i" c. As <" is a total order we arrive at the
required contradiction. O

Note that from Proposition 10 and Definition 9 (Points 1 and 2) it follows that sort(t) is indeed unique for a given .

The crucial observation to prove Theorem 8 is that if we have a schedule 71 =t - t’ applicable to configuration o
with t.rule = t’.rule, we can replace it with another applicable (one-transition) schedule 7, = t”, with t”.rule = t.rule and
t” factor =t factor + t’.factor, such that t1(0’) = 72(0). Thus, we can reach the same configuration with a shorter schedule.
More generally, we may replace a batch of a rule by a single accelerated transition whose factor is the sum of all factors in
the batch.

To bound the diameter, we have to bound the distance between any two configurations o and ¢’ for which there is a
schedule t applicable to ¢ satisfying o’ = 7(0). A simple case is if sort(t) is applicable to o and each equivalence class
defined by the precedence relation consists of a single rule (e.g., the threshold automaton is a directed acyclic graph). Then
by Proposition 10 we have at most |R| batches in sort(t), that is, one per rule. By the reasoning of above we can replace
each batch by a single accelerated transition.

However, in general sort(t) may not be applicable to o, or there are equivalence classes containing multiple rules, i.e.,
rules form cycles in the precedence relation. The first issue comes from locking and unlocking, and as discussed in Section 2,
we identify milestone transitions, and show that we can apply sort to the segments between milestones in Section 4.3. We
also deal with the issue of cycles in the precedence relation. It is ensured by sort that within a segment, all transitions that
belong to a cycle form a batch. In Section 4.2, we replace such a batch by a batch where the remaining rules do not form a
cycle. Removing cycles requires the assumption that shared variables are not incremented in cycles.

4.2. Dealing with cycles

We consider the distance between two configurations ¢ and ¢’ that satisfy 0.g = o’.g, i.e,, along any schedule con-
necting these configurations, the values of shared variables are unchanged, and so are thus the evaluations of guards. By
Definition 5, we can apply this section’s result to batches of a class of canonical threshold automata. The following definition
captures how often processes go to and leave specific states, respectively, and the updates on the variables.

Definition 11. Given a schedule t =t1,t3,...ty, we denote by |t| the length k of the schedule. Further, we define the
following vectors

in(t)[{] = Z ti.factor,
1<i<|t|
tj.to=¢
out(t)[¢]= ) t;factor,
1<i<|t|

ti.from=¢

up(tr) = Z tj.u.

1<i<|7|
From the definition of a counter system, we directly obtain:

Proposition 12. For all configurations o, and all schedules T applicable to o, if 0’ = t(0), then 0.k = 0 .k + in(t) — out(7), and
o'.g=0.g+up(7).

The proposition directly implies the following:

Proposition 13. For all configurations o, and all schedules t and t’ applicable to o, if in(t) — out(t) = in(t’) — out(t’), and
up(t) =up(t’), then t(0) = t/(0).

Given a schedule t =tq, ty, ... we say that the index sequence i(1),...,i(j) is a cycle in 7, if for all b, 1 <b < j, it holds
that tjp).to = tip41).from, and tj¢j).to = tjqy.from, and tj) # ti@y for 1 <c <d < j. Let R(7) be the set of rules appearing
in 7, that is, {r: t; e T Atj.rule=r}.

In the following proposition we are concerned with removing cycles, without considering applicability of the resulting
schedule. We consider applicability later in Theorem 16.
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Proposition 14. For all schedules t, if T contains a cycle, then there is a schedule T’ satisfying |t’| < |t|, in(t) — out(t) = in(t’) —
out(t’), and R(t") C R(7).

Proof. Let [ =i(1),...,i(j) be a cycle in T =t1,t2,..., let T =tjq), ..., ti(j), and let 6 be the schedule t;,...,t} satisfying
for 1 <k < j that

o t,.Tule =tjq).rule, and
° tL.factor = tj factor — min{ty. factor: b € I}.

As I is a cycle, by definition, for each local state s, the number of transitions that go out of s is equal to the number of
transitions that enter s, that is, |[{b: b € I,ty.from=s}| = |{b: b € I, ty.to = s}|. As 6 is constructed from 7; by reducing the
factor of each transition by min{t,.factor: b € I}, it follows that:

in(0) — out() = in (7;) — out (7;) (M

Denote with 7[0/I] the schedule obtained from 7 by substituting all transitions in the positions i(1),i(2),...,i(j) with
the transitions tgt’zt; of the schedule 0, respectively. From (1), we immediately conclude that in(t) — out(t) =
in(t[0/1]) — out(r[0/I]). Further, by construction, the schedule 6 contains at least one transition t,; with t,@.factor: 0
for 1 <k < j. Let T/ be the schedule obtained from the schedule 7[9/I] by removing all the transitions in the positions
i(1),i(2),...,i(j) that have factor equal to zero. As removal of such transitions does not change in and out, we immediately
conclude that in(t’) — out(t’) = in(t[0/I]) — out(t[#/I]) and thus in(z') — out(t’) = in(7) — out(t). Moreover, as we have
removed at least one transition, it holds that |7/| < |t|, and as we have not added new rules, it holds that R(t’) C R(t). O

Repeated application of the proposition leads to a cycle-free schedule (possibly the empty schedule), and we obtain:
Theorem 15. For all schedules T, there is a schedule T’ that contains no cycles, in(t) —out(t) = in(t’) —out(z’), and R(t’) € R(1).

The issue with this theorem is that t’ is not necessarily applicable to the same configurations as 7. In the following
theorem, we prove that if a schedule satisfies a specific condition on the order of transitions, then it is applicable.

Theorem 16. Let o and ¢’ be two configurations with o .g = o’.g, and t be a schedule with up(t) = 0, every transition t is unlocked
in o and satisfies t.from # t.to, and where if t; — ¢ tj, then tj £p t;. If 0’ .k — 0.k =in(T) — out(7), then 7 is applicable to o.

Proof. The proof is by induction on |7]|.
Base: || = 0. Follows trivially.
Step: || > 0. Let T =t -t/ for some t’. We first prove that t is applicable to o, and then that t(o) and t’ satisfy the
induction hypothesis. Then, the theorem follows.

By assumption, T/ does not contain a transition t’ satisfying t' <, t, that is, for all t; in ©’, t;.to # t.from, and by assump-
tion, t.from # t.to, and therefore

in(7)[t.from] =0 (2)
Recall that from the definition of a configuration,

o’ k[t from] > 0. (3)
By assumption

o’ .k[t.from] — o.k[t.from] =in(T)[t.from] — out(T)[t.from].

Applying (3) we obtain o.k[t.from] > out(t)[t.from] — in(7)[t.from], and further from (2) we get o.k[t.from] >
out(t)[t.from]. As t is in T, from Definition 11 follows that out(t)[t.from] > t.factor, and finally o .k[t.from] > t.factor. It
follows that t is applicable to o.

It remains to prove that

o'k —t(o).k =in(t") — out(t), (4)

which allows us to invoke the induction hypothesis. To do so, we consider the components of o.x. Observe that for all local
states s, s & {t.from, t.to}, we have t(0).k[s] = o .k[s], in(t/)[s] = in(7)[s], and out(t’)[s] = out(T)[s].

Hence, o’.k[s] — t(o).k[s] = in(t’)[s] — out(t’)[s]. To prove (4), it remains to consider the indices t.from and t.to. Recall
that by assumption, t.from = t.to.
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Component t.from of (4). The counter for t.from changes, that is, o.k[t.from] = t(o).k[t.from] + t.factor. As T’ is obtained
by removing t from 7, we have out(t)[t.from] = out(t’)[t.from] + t.factor, and in(t)[t.from] = in(t’)[t.from].
From the assumption ¢’.k — 0.k = in(t) — out(7) it follows that

o’ k[t from] —t(o).k[t.from] — t.factor = in(z')[t.from] — out(z’)[t from] — t factor,

and the case follows.
Component t.to of (4). The counter for t.to changes, that is, o.k[t.to] = t(c).k[t.to] — t.factor. As T’ is obtained by remov-
ing t from 7, we have in(t)[t.to] = in(t’)[t.from] + t.factor and out(t)[t.to] = out(z’)[t.to].
Again, it follows from the assumption that

o’ .k[t.to] — t(o).k[t.to] + t.factor = in(z')[t.to] + t.factor — out(z)[t.to].
Hence o’.k — t(0).k =in(t’) — out(7’), and the theorem follows. O

Given a configuration o, and a schedule 7 applicable to o, with up(t) =0, by Theorem 15 there is a cycle-free schedule
T/ with in(t) — out(t) = in(t’") — out(7r’), and R(t’) € R(t). As T’ contains no cycle, we may re-order the transitions in
7/ according to <;, as required by Theorem 16, such that there is at most one block per rule. By Theorem 16, the resulting
schedule is applicable, and we obtain:

Corollary 17. For all configurations o, and all schedules t applicable to o, with up(t) = 0, there is a schedule with at most one batch
per rule applicable to o satisfying that t’ contains no cycles, /() = (o), and R(t") C R(7).

4.3. Defining milestones and swapping transitions

In this section we deal with locking and unlocking. To this end, we define milestones, and show that transitions that are
not milestones can be swapped.

Proposition 18. For all configurations o, and all transitions t1 and t3, if ty is applicable to t1 (o) and ty is applicable to t, (o), then
t2(t1(0)) =t1(t2(0)).

Proof. Follows from commutativity of addition applied to counters and shared variables. O

As discussed in Section 4.1, we would like to replace a schedule (or subschedule) T by sort(zr), so that the resulting
schedule sort(t) is applicable. To do so, we have to show that if we start with T and swap adjacent transitions until we
reach sort(t), all the intermediate schedules and the final schedule are applicable. However, due to locking and unlocking,
we cannot always swap transitions. For instance, if t’ appears directly before t in a schedule, and t’ unlocks t (that is, t is
locked in the configuration in which t’ is applied and unlocked after the application of t’), swapping t' and t leads to a
schedule which is not applicable. This is because t is not applicable. We observe that this problem occurs

e because we want to swap t’ and t (t is before t’ in the linear extension of the precedence relation, that is, t’ is not
before t in the precedence relation),

o t’ unlocks t, and

e t is locked in the beginning.

In such cases, t must not be moved “to the left” in the schedule, and we call t a left milestone. We capture this intuition in
the following definition.

Definition 19 (Left milestone). Given a configuration o and a schedule T =1’ -t - t” applicable to o, the transition t is a left
milestone for o and 7, if

1. there is a transition t’ in 7’ satisfying t’ £5 t A t/ <y t,
2. t.p= is locked in o, and
3. for all ¢’ in 7’ it holds that t".¢= # t.@=.

The following definition of right milestones is analogous but, instead of unlocking and considering transitions that are
locked in the beginning, considers the locking relation and transitions that are locked after application of the schedule.

Definition 20 (Right milestone). Given a configuration o and a schedule t = t’ -t - t” applicable to o, the transition t is a
right milestone for o and t, if
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1. there is a transition t” in t” satisfying t 45 t” A t" <, t,
2. t.¢~ is locked in 7 (o), and
3. for all t” in 7”7 it holds that t".¢> #t.p>.

Milestones divide schedules into segments that are defined as follows.

Definition 21 (Segment). Given a schedule T and configuration o, 7’ is a segment if it is a subschedule of 7, and does not
contain a milestone for o and t.

The following theorem shows that two transitions that are not milestones can be swapped. Together with the fact that
by definition the number of milestones is bounded by C, repeated application of the theorem eventually leads to a schedule
where milestones and sorted schedules alternate.

Theorem 22. Let o be a configuration, T a schedule applicable to o, and T = 71 - t1 - t3 - T. If transitions t1 and t; are not milestones
for o and t, and satisfy [t3] <Q” [t1], then

i. schedule v’ =1ty -ty - t1 - Ty is applicable to o, and
ii. T/(0)=r1t(0).

Proof. We prove (i) by showing that (a) t, is applicable to ¢’ = 71(¢), and (b) t; is applicable to ty(¢”). From (a), (b), and
Proposition 18, Point (i) then follows.
(a) We prove that t; is applicable to o’ by case distinction

e t1 %y ty. As the rule of t; never unlocks the rule of t;, and because t; is unlocked in t{(c’), t; must also be unlocked
in o’ due to Proposition 7.

e Otherwise, that is, t; <y t;. Due to Proposition 6, from [ta] </ [t{] follows that t; £ t,. It follows that t, satisfies
Definition 19(1).
Now assume by way of contradiction that t; is locked in o’. We will show that from this assumption it follows that t; is
a left milestone? for o and t to derive a contradiction and conclude that t, is unlocked in ¢’: As t; is locked in ¢, from
repeated application of Proposition 7(2) we obtain that t,.¢= is locked in o, and all intermediate configurations until o’.
As it is locked in o, transition t satisfies Definition 19(2). As the transition is locked in all intermediate configurations
no transition that is guarded with the same condition can appear in the prefix, that is, for each transition t’ in 77 it
holds that t’.¢= # ty.¢=, which satisfies Definition 19(3). Hence, t; is a left milestone, which contradicts that t, is not
a milestone. We conclude that t; is unlocked in o”’.

As t; is unlocked in o', by the definition of applicability, it is sufficient to prove that o’.k[t,.from] > t;.factor. By as-
sumption, t; is applicable to t1(c’) so that by the definition of applicability

t1(o").k[ty.from] > ty factor (5)

We have to distinguish two cases:

o If t1.from =ty.from, then t1(c”).k[ty.from] = o’ .k[ty.from] — t1.factor. From (5) it follows that o’ .k [ty .from] > t1.factor +
ty.factor and this case follows.

e Otherwise, that is, if t1.from # t.from. Due to Proposition 6, from [tz] <™ [¢1] follows that t1 4 2. From t1 4§ to
follows that t; 4, t; and thus tq.to # ty.from. Hence, t(0”).k[t3.from] = o’.k[t;.from]. Consequently, this case follows
at once from (5).

(b) As tq is applicable to o”, it is unlocked in o’. We again distinguish two cases:

e t3 4, t1. As the rule of t; never locks the rule of t1, and because t; is unlocked in o’, the transition t; must also be
unlocked in ty (o).

e Otherwise, that is, ty <; t1. Due to Proposition 6, from [t3] <lci” [t1] follows that t; %,T ty. Hence, t1 satisfies Defini-
tion 20(1). Now assume by way of contradiction that t; is locked in t;(c’). We will show that t; is a right milestone
to arrive at the required contradiction: As t; is unlocked in o and locked in t;(c”), it is locked due to t1.¢>, which
evaluates to false in t;(0”). As ty is locked in t3(c”), and as the values of global variables in t,(t;(c’)) are greater than
or equal to those of t;(c”), it follows that t;.¢> evaluates to false in t;(t1(c’)). From this and repeated application

2 Intuitively, as t’ is obtained from T by moving t, one position to the left, we argue about t, being a left milestone here. In point (b) below, we view
7’ being obtained from 7 by moving t; one position to the right, and consequently derive a contradiction using the notion of right milestone for t;.
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of Proposition 7(3) we obtain that t1.¢~ is locked in 7 (o), which satisfies Definition 20(2). Further as t; is locked in
ta(o”), for each transition t” in 7, it holds that t”.¢> # t5.¢>, which satisfies Definition 20(3). Hence, t; is a right
milestone, which provides the required contradiction.

We conclude that t; is unlocked in tz (o).

It remains to show that t;(o”).k[ty.from] > ty.factor, which can be proven analogously to the argument on counters
in (a).

By assumption, 7 is applicable to ta(t1(t1(0))), and from Proposition 18 follows that t;(t1(71(0))) = t1(t2(71(0))).
Consequently, T is applicable to t1(t3(t1(0))). Hence, t’ is applicable to o, and Point (ii) of the theorem statement follows
from Proposition 13. O

4.4. Proof of main theorem

Theorem 8. Given a canonical threshold automaton TA, for each p in Pgc the diameter of the counter system is less than or equal to
d(TA) = (C+1) - |R| +C, and thus independent of p.

Proof. We can view a schedule 7 applicable to o as alternation of segments 7; and milestones m;. We obtain from repeated
application of Theorem 22, that each schedule applicable to o can be transformed into a schedule sort(ty) - my - sort(zy) -
my - ... that is also applicable to o. By Proposition 10 there is at most one batch per equivalence class in sort(t;). If this
equivalence class consists of a single rule, the batch can be replaced by a single (accelerated) transition. Otherwise, that is,
if a class consists of say x rules, as we consider canonical threshold automata that do not have updates to shared variables
in rules r with r <;f r, we can use the construction of Section 4.2 to replace the batch of this class by at most x accelerated
transitions. We arrive at a segment that contains at most one transition per rule, that is, at most |R| transitions. It remains
to bound the number of milestones.

As by Definition 19(3) and Definition 20(3) there is at most one milestone per condition, we have at most C milestones
as defined in Definition 4. To conclude, we obtain an accelerated schedule, consisting of C milestones and C + 1 segments
of length at most |R|. O

4.5. Applying our result

In the proof of Theorem 8, we bound the length of all segments by |R|. However, by Definition 19, segments to the
left of a left milestone cannot contain transitions for rules with the same condition as the milestone. The same is true for
segments to the right of right milestones. As we will see in Section 5.4, our tool BYMC explores all orders of milestones, an
uses this observation about milestones to compute a more precise bound d* for the diameter.

Our encoding of the counter abstraction only increments and decrements counters. If |ﬁ| is the size of the abstract
domain, a transition in a counter system is simulated by at most |15| — 1 steps in the counter abstraction; this leads to the
diameter d for counter abstractions, which we use in our experiments.

5. Experimental evaluation

We have implemented the techniques discussed in this article in our tool BYMC [16]. The input are the descriptions
of our benchmarks given in our parametric extension of PROMELA [15], which describe parameterized processes. Hence, as
preliminary step, BYMC computes the PIA data abstraction [14] in order to obtain finite state processes. Based on this, BYMC
does preprocessing to compute threshold automata and the locking and unlocking relations, and to generate the inputs for
our model checking back-ends.

5.1. Preprocessing

To apply our results, we have to compute the set of rules R. Recall that a rule is a tuple (from, to, 9=, ¢, u). BYMC com-
putes the reachable local states. In the case of the CBC case study, e.g., this step reduces the local states under consideration
from 2000 to 100, approximately. All our experiments — including the ones with FASTer [2] — are based on the reduced
local state space.

Then, for each pair (from, to), BYMC explores symbolic paths to compute the guards and update vectors for the pair,
and removes the infeasible paths using an SMT solver. From this we get the set of rules R. Then, BYMC encodes Def-
inition 2 in the SMT solver YicEs, to construct the lock <; and unlock < relations. BYMC computes the relations
{r,r): ' £ r A <yr}y and {(r,r"): 1 45 " A " <, 1} as required by Definition 4. This provides the bounds we use
for bounded model checking.
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Table 1

Benchmark overview giving the article from which we formalized
the distributed algorithm, the number of shared variables, and the
model and the size of the abstract domain.

Benchmark Reference Shared vars Abs. domain size

FRB [9] 1 2
STRB [32] 1 4
ABAO (8] 2 4
ABA1 (8] 2 5
CBCO [27] 4 4
CBC1 [27] 4 5
NBAC(C) [31] 4 4

5.2. Back-ends

BYMC generates the PIA counter abstraction [14] to be used by the following back-end model checkers. We have also
implemented an automatic abstraction refinement loop for the counterexamples provided by NuSMV.

BMC. NuSMV 2.5.4 [10] (using MiniSAT) performs incremental bounded model checking with the bound d. If a coun-
terexample is reported, BYMC refines the system as explained in [14], if the counterexample is spurious.

BMCL. This technique combines the power of NuSMV 2.5.4 and of the state-of-the-art multi-core SAT solver Plin-
geling ats1 [4]. NuSMV performs incremental bounded model checking for 30 steps. If a spurious counterexample
is found, then BYMC refines the system description. When NuSMV does not report a counterexample, NuSMV
generates a single CNF with the bound d. Satisfiability of this formula is then checked with Plingeling.

BDD. NuSMV 2.5.4 performs BDD-based symbolic checking.

FAST. FASTer 2.1 [2] performs reachability analysis using the plugin Mona-1.3.

5.3. Benchmarks

We encoded several asynchronous FTDAs in our parametric PROMELA, following the technique in [15]; they can be ob-
tained from our git repository.> All models contain transitions with lower threshold guards. The benchmarks CBC also
contain upper threshold guards. If we ignore self-loops, the precedence relation of all but NBAC and NBACC, which have
non-trivial cycles, are partial orders. We provide the most relevant data on these benchmarks in Table 1, and discuss them
in more detail below.

Folklore reliable broadcast (FRB) In this FTDA, n processes have to agree on whether a process has broadcast a message, in
the presence of f <n crashes. Our model of FRB has one shared variable and the abstract domain of two intervals [0, 1)
and [1, co). In this paper, we are concerned with the safety property unforgeability: If no process is initialized with value 1
(message from the broadcaster), then no correct process ever accepts.

Consistent broadcast (STRB) Here, we have n — f correct processes and f > 0 Byzantine faulty ones. The resilience condition
is n> 3t At > f. There is one shared variable and the abstract domain of four intervals [0,1), [1,t+ 1), [t +1,n —t),
and [n —t, 00). In the experiments reported here, we check only unforgeability (see FRB), whereas in [14]| we checked also
liveness properties.

Byzantine agreement (ABA) There are n > 3t processes, f <t of them Byzantine faulty. The model has two shared variables.
We have to consider two different cases for the abstract domain, namely, case ABAO with the domain [0, 1), [1,t + 1),
[t+1,[%7), and [["£], 00) and case ABA1 with the domain [0, 1), [1,t+1), [t+1,2t+1), [2t+1, [}]), and [[%£], 00).
As for FRB, we check unforgeability. This case study, and all below, run out of memory when using SpiN for model checking

the counter abstraction [14].

Condition-based consensus (CBC) This is a restricted variant of consensus solvable in asynchronous systems. We consider the
binary version of condition-based consensus in the presence of clean crashes, which requires four shared variables. Under
the resilience condition n > 2t A f > 0, we have to consider two different cases depending on f: If f =0 we have case CBCO
with the domain [0, 1), [1,[57), [[%1,n —t), and [n —t,00). If f#0, case CBC1 has the domain: [0, 1), [1, f), [f,[5],
[[%], n—t), and [n —t, o0). We verified several properties, all of which resulted in experiments with similar characteristics.
We only give validity, in the table, i.e., no process accepts value 0, if all processes initially have value 1.

3 https://github.com/konnov/fault-tolerant-benchmarks/tree/master/concur14.
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Table 2

Summary of experiments on AMD Opteron®Processor 6272 with 192 GB RAM and 32 CPU cores. Plingeling used up to 16 cores. “TO” denotes timeout of
24 hours; “OOM” denotes memory overrun of 64 GB; “ERR” denotes runtime error; “RTO” denotes that the refinement loop timed out. When BMC and
BMCL times out, we indicate the maximum length of the explored computations in percentage of the predicted diameter bound.

Input Threshold A. Bounds Time, [HH:[MM:SS Memory, GB

FTDA |L] IR| cs C d d* d BMCL BMC BDD FAST BMCL BMC BDD FAST
Fig. 1 5 5 1 0 11 9 27 00:00:03  00:00:04  00:01  00:00:08 0.01 0.02 0.02 0.06
FRB 6 8 1 0 17 10 10 00:00:13  00:00:13  00:06  00:00:08  0.01 0.02 0.02 0.01
STRB 7 15 3 0 63 30 90 00:00:09  00:00:06 00:04 00:00:07 0.02 0.03 0.02 0.07
ABAO 37 180 6 0 1266 586 1758 00:21:26  02:20:10  00:15  00:08:40 6.37 149 0.07 3.56
ABA1 61 392 8 0 3536 1655 6620 TO 25% TO 12% 00:33  02:36:25 TO TO 0.08 15.65
CBCO 43 204 0 0 204 204 612 01:38:54 TO 57% (e]0)\%] ERR 1.28 TO OOM  ERR
CBC1 115 896 1 1 2690 2180 8720 TO 05% TO 11% TO TO TO TO TO TO
NBACC 109 1724 6 0 12074 5500 16500 RTO RTO TO TO RTO RTO TO TO
NBAC 77 1356 6 0 9498 4340 13020 RTO RTO TO TO RTO RTO TO TO
WHEN A BUG 1S INTRODUCED

ABAO 32 139 6 0 979 469 1407 00:00:16  00:00:18 TO 00:05:57  0.04 0.04 TO 2.70
ABA1 54 299 8 0 2699 1305 5220 00:00:22  00:00:21  TO ERR 0.06 0.06 TO ERR

Non-blocking atomic commitment (NBAC and NBACC) Here, n processes are initialized with YEs or No and decide on whether
to commit a transaction. The transaction must be aborted if at least one process is initialized to No. We consider the cases
NBACC and NBAC of clean crashes and crashes, respectively. Both models contain four shared variables, and the abstract
domain is [0,1) and [1,n) and [n — 1,n), and [n, c0). The algorithm uses a failure detector, which is modeled as local
variable that changes its value non-deterministically.

5.4. Evaluation

Table 2 summarizes the experiments. For the threshold automata, we give the number of local states |£|, the number of
rules |R|, and conditions according to Definition 4, i.e., C= and C>. The column d provides the bound on the diameter as
in Theorem 8, whereas the column d* provides an improved diameter, and d the diameter of the counter abstraction, both
discussed in Section 4.5.

As the experiments show, all techniques rapidly verify FRB, STRB, and Fig. 1. We had already verified FRB and STRB before
using SPIN [14]. The more challenging examples are ABAO and ABA1, where BDD clearly outperforms the other techniques.
Bounded model checking is slower here, because the diameter bound does not exploit knowledge on the specification. FAST
performs well on these benchmarks. We believe this is because many rules are always disabled, due to the initial states as
given in the specification. To confirm this intuition, we introduced a bug into ABAO and ABA1, which allows the processes
to non-deterministically change their value to 1. This led to a dramatic slowdown of BDD and FAST, as reflected in the last
two lines.

Using the bounds of this paper, BMCL verified CBCO, whereas all other techniques failed. BMCL did not reach the bounds
for CBC1 with our experimental setup. In this case, we report the percentages of the bounds we reached with bounded
model checking.

In the experiments with NBAC and NBACC, the refinement loop timed out. We are convinced that we can address this
issue by integrating the refinement loop with an incremental bounded model checker.

While we could not check all the benchmarks with the technique of this paper, a more aggressive offline partial order
reduction in combination with SMT-based bounded model checking [17] allowed us to verify also these benchmarks.

6. Related work and discussions

Specific forms of counter systems can be used to model parameterized systems of concurrent processes. Lubachevsky [25]
discusses compact programs that reach each state in a bounded number of steps, where the bound is independent of the
number of processes. Besides, in [25] he gives examples of compact programs, and in [24] he proves that specific semaphore
programs are compact. We not only show compactness, but give a bound on the diameter. In our case, communication is
not restricted to semaphores, but we have threshold guards. Counter abstraction [30] follows this line of research, but as
discussed by Basler et al. [3], does not scale well for large numbers of local states.

Another line of research is on acceleration in infinite state systems, e.g., in flat counter automata [22]. Acceleration is a
technique that computes the transitive closure of a transition relation and applies it to the set of states. The tool FAST [1]
uses the transitive closure of transitions to compute the set of reachable states in a symbolic procedure. This appears closely
related to our transitions with acceleration factor. However, in [1] a transition is chosen and accelerated dynamically in the
course of symbolic state space exploration, while we use acceleration factors and reordering to construct a bound as a
formula over the characteristics of a threshold automaton (precedence, lock, and unlock relations). Our tool generates the
cardinalities of these relations to compute length of computations for bounded model checking.
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One can achieve completeness in bounded model checking by exploring all runs that are not longer than the diameter
of the system [5]. This was later generalized to the notion of completeness threshold by Clarke et al. [11] in the presence
of safety and liveness properties. To find a completeness threshold for a liveness property, it is sufficient to compute the
diameter of the synchronous product of the transition system and a Biichi automaton, which represents the computations
violating the property. As in general, computing the diameter is believed to be as hard as model checking, one can use a
coarser bound provided by the reoccurrence diameter [19]. In practice, the reoccurrence diameter of counter abstraction is
prohibitively large, so that we are interested bounds on the diameter.

Partial orders are a useful concept when reasoning about distributed systems [20]. In the context of model checking,
partial order reduction [13,33,29] is a widely used technique to reduce the search space. It is based on the idea that changing
the order of steps of concurrent processes leads to “equivalent” behavior with respect to the specification. Typically, partial
order reduction is used on-the-fly to prune runs that are equivalent to representative ones. In contrast, in this paper, we
bound the length of representative runs offline in order to ensure completeness of bounded model checking. Based on the
ideas presented here, in [17] we introduce a more aggressive form of partial order reduction that, together with an encoding
of a counter system in SMT, allowed us to verify reachability of even more involved fault-tolerant distributed algorithms.
In the context of FTDAs, a partial order reduction was introduced by Bokor et al. [7]. Similar to this paper, they focus on
“quorum transitions” that count messages. The technique by Bokor et al. [7] can be used for model checking small instances,
while we focus on parameterized model checking.

Our technique of determining which transitions can be swapped in a run reminds of movers as discussed by Lipton [23],
or more generally the idea to show that certain actions can be grouped into larger atomic blocks to simplify proofs [12,21].
However, movers address the issue of grouping many local transitions of a process together. In contrast, we conceptually
group transitions of different processes together into one accelerated transition. Moreover, the definition of a mover by
Lipton is independent of a specific run: a left mover (e.g., a “release” operation) is a transition that in all runs can “move to
the left” with respect to transitions of other processes. In our work, we look at specific runs and identify which transitions
(milestones) must not move in this run.

Our technique targets at threshold-based fault-tolerant distributed algorithms, that is, asynchronous distributed algo-
rithms that communicate by sending messages to all and compare the number of received messages to linear combinations
of parameters. As motivated by this application domain (and as discussed in the introduction), the systems we consider are
symmetric, and the threshold automata we consider are restricted in that shared variables cannot be decreased, and rules
that form a cycle in a threshold automaton may not increase shared variables. To model concurrent systems other than
fault-tolerant distributed algorithms, it may be interesting to weaken the latter two restrictions. Our results on the diameter
do not necessarily carry over to less restricted threshold automata and counter systems.

As next steps we will focus on liveness of fault-tolerant distributed algorithms. In fact the liveness specifications are
in the fragment of linear temporal logic for which it is proven [18] that a formula can be translated into a cliquey Biichi
automaton. For such automata, Kroening et al. provide a completeness threshold. Still, there are open questions related to
applying our results to the idea by Kroening et al. [18].
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and the structure of the FTDAs. This aggressively prunes the execution space to be explored
by the solver. In this way, we verified safety of seven FTDAs that were out of reach before.

Keywords Parameterized verification - Bounded model checking - Completeness - Partial
orders in distributed systems - Reduction - Fault-tolerant distributed algorithms - Byzantine
faults

1 Introduction

Replication is a classic approach to make computing systems more reliable. In order to
avoid a single point of failure, one uses multiple processes in a distributed system. Then,
if some of these processes fail (e.g., by crashing or deviating from their expected behavior)
the distributed system as a whole should stay operational. For this purpose one uses fault-
tolerant distributed algorithms (FTDAs). These algorithms have been extensively studied in
distributed computing theory [1,50], and found application in safety critical systems (auto-
motive or aeronautic industry). With the recent advent of data centers and cloud computing
we observe growing interest in fault-tolerant distributed algorithms, and their correctness,
also for more mainstream computer science applications [19,20,31,47,52,54,60].

We consider automatic verification techniques specifically for threshold-based fault-
tolerant distributed algorithms. In these algorithms, processes collect messages from their
peers, and check whether the number of received messages reaches a threshold, e.g., a thresh-
old may ensure that acknowledgments from a majority of processes have been received.
Waiting for majorities, or more generally waiting for quorums, is a key pattern of many fault-
tolerant algorithms, e.g., consensus, replicated state machine, and atomic commit. In [34] we
introduced an efficient encoding of these algorithms, which we used in [33] for abstraction-
based parameterized model checking of safety and liveness of several case study algorithms,
which are parameterized in the number of processes n and the fraction of faults ¢, e.g.,n > 3t.
In [41] we were able to verify reachability properties of more involved algorithms by apply-
ing bounded model checking. We showed how to make bounded model checking complete
in the parameterized case. In particular, we considered counter systems where we record for
each local state, how many processes are in this state. We have one counter per local state ¢,
denoted by «[£]. A process step from local state £ to local state £’ is modeled by decrementing
«[¢] and incrementing «[£']. When § processes perform the same step one after the other, we
allow the processes to do the accelerated step that instantaneously changes the two affected
counters by §. The number § is called acceleration factor, which can vary in a single run.

As we focus on threshold-based FTDAs, we consider counter systems defined by threshold
automata. Here, transitions are guarded by threshold guards that compare a shared integer
variable to a linear combination of parameters, e.g., x > n —t or x < t, where x is a shared
variable and n and ¢ are parameters.

Completeness of the method [41] with respect to reachability is shown by proving a bound
on the diameter of the accelerated system. Inspired by Lamport’s view of distributed compu-
tation as partial order on events [43], our method uses a reduction similar to Lipton’s [48].
Instead of pruning executions that are “similar” to ones explored before as in partial order
reduction [28,53,59], we use the partial order to show (offline) that every run has a similar
run of bounded length. Interestingly, the bound is independent of the parameters. In [41],
we introduced the following automated method, which combines this idea with data abstrac-
tion [33]:
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\ Finite-state |:
Abstraction model checking |:
refinement NuSMV (BDD), |:
NUSMV (BMC)

Tool chain in [33,28,41]
(counter abstraction)

A counterexample
(possibly spurious) Property holds

Input: Complete
;nCIf"IéL: [ Data abstraction [ Counter ]_» mog;u(?}i ecclldng
formula (threshold automata) representation with SMT

(safety only)

(infinite-state)

Tool chain described in this paper :
(SMT-based bounded model checking) Property holds, or :

a counterexample

Fig. 1 Tool chain with counter abstraction [27,33,41] on top, and with SMT-based bounded model checking
on bottom

1. Apply a parametric data abstraction to the process code to get a finite state process
description, and construct the threshold automaton (TA) [33,36].

2. Compute the diameter bound, based on the control flow of the TA.

3. Construct a system with abstract counters, i.e., a counter abstraction [33,55].

4. Perform SAT-based bounded model checking [6,16] up to the diameter bound, to check
whether bad states are reached in the counter abstraction.

5. If a counterexample is found, check its feasibility and refine, if needed [13,33].

Figure 1 gives on top a diagram [40] that shows the technique based on counter abstrac-
tion. While this allowed us to automatically verify several FTDAs not verified before, there
remained two bottlenecks for scalability to larger and more complex protocols: First, counter
abstraction can lead to spurious counterexamples. As counters range over a finite abstract
domain, the semantics of abstract increment and decrements on the counters introduce non-
determinism. For instance, the value of a counter can remain unchanged after applying an
increment. Intuitively, processes or messages can be “added” or “lost”, which results in
that, e.g., in the abstract model the number of messages sent is smaller than the number of
processes that have sent a message, which obviously is spurious behavior. Second, counter
abstraction works well in practice only for processes with a few dozens of local states. It has
been observed in [4] that counter abstraction does not scale to hundreds of local states. We
had similar experience with counter abstraction in our experiments in [41]. We conjecture
that this is partly due to the many different interleavings, which result in a large search space.

To address these bottlenecks, we make two crucial contributions in this paper:

1. To eliminate one of the two sources of spurious counterexamples, namely, the non-
determinism added by abstract counters, we do bounded model checking using SMT
solvers with linear integer arithmetic on the accelerated system, instead of SAT-based
bounded model checking on the counter abstraction.
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Fig. 2 An example threshold T3 Q] > T+
automaton with threshold guards &
“pr1:x = [(n+1)/21 = f7, T4 (P1 > Yt
“@p:y>=(+1)— f7, and r6: ©3
“o3:y > Qt+1)— f7 ro: g > TH+ O<>( )—»O:)
03 r5:pg s y++ la 5
12

r1: true — T++

2. Wereduce the search space dramatically: we introduce the notion of an execution schema
that is defined as a sequence of local rules of the TA. By assigning to each rule of a
schema an acceleration factor (possibly 0, which models that no process executes the
rule), one obtains a run of the counter system. Hence, due to parameterization, each
schema represents infinitely many runs. We show how to construct a set of schemas
whose set of reachable states coincides with the set of reachable states of the accelerated
counter system.

The resulting method is depicted at the bottom of Fig. 1. Our construction can be seen
as an aggressive form of reduction, where each run has a similar run generated by a schema
from the set. To show this, we capture the guards that are locked and unlocked in a context.
Our key insight is that a bounded number of transitions changes the context in each run. For
example, of all transitions increasing a variable x, at most one makes x > n — ¢ true, and
at most one makes x < t + 1 false (the parameters n and ¢ are fixed in a run, and shared
variables can only be increased). We fix those transitions that change the context, and apply
the ideas of reduction to the subexecutions between these transitions.

Our experiments show that SMT solvers and schemas outperform SAT solvers and counter
abstraction in parameterized verification of threshold-based FTDAs. We verified safety of
FTDAs [10,18,29,51,56,57] that have not been automatically verified before. In addition
we achieved dramatic speedup and reduced memory footprint for FTDAs [9,12,58] which
previously were verified in [41].

In this article we focus on parameterized reachability properties. Recently, we extended
this approach to safety and liveness, for which we used the reachability technique of this
article as a black box [37].

2 Our approach at a glance

For modeling threshold-based FTDAs, we use threshold automata that were introduced in [38,
41] and are discussed in more detail in [40]. We use Fig. 2 to describe our contributions in
this section. The figure presents a threshold automaton TA over two shared variables x and
y and parameters 7, ¢, and f, which is inspired by the distributed asynchronous broadcast
protocol from [9]. There, n — f correct processes concurrently follow the control flow of TA,
and f processes are Byzantine faulty. As is typical for FTDAs, the parameters must satisfy
aresilience condition, e.g.,n > 3t At > f > 0, that s, less than a third of the processes are
faulty. The circles depict the local states £1, ..., €5, two of them are the initial states 1 and
£>. The edges depict the rules rq, . . ., rg labeled with guarded commands ¢ +— act, where ¢
is one of the threshold guards “p1: x > [(n +1)/2] — f7, “p2:y = (t + 1) — f”, and
“@3:y > (2t + 1) — f”, and an action act increases the shared variables (x and y) by one,
or zero (as in rule rg).
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We associate with every local state ¢; a non-negative counter k[¢;] that represents the
number of processes in ¢;. Together with the values of x, y, n, ¢, and f, the values of the
counters constitute a configuration of the system. In the initial configuration there are n — f
processes in initial states, i.e., k[£1] 4+ k[€2] = n — f, and the other counters and the shared
variables x and y are zero.

The rules define the transitions of the counter system. For example, according to the
rule ry, if in the current configuration the guard y > ¢+ 1 — f holds true and «[€;] > 5, then
five processes can instantaneously move out of the local state £; to the local state ¢3, and
increment x as prescribed by the action of 7 (since the evaluation of the guard y >t +1— f
cannot change from true to false). This results in increasing x and k[€3] by five, and decreasing
the counter k[£1] by five. When, as in our example, rule r, is conceptually executed by 5
processes, we denote this transition by (2, 5), where 5 is the acceleration factor. A sequence
of transitions forms a schedule, e.g., (r1,2), (r3, 1), (r1, 1).

In this paper, we address a parameterized reachability problem, e.g., can at least one correct
process reach the local state £5, when n — f correct processes start in the local state £1? Or,
in terms of counter systems, is a configuration with k[¢s] # O reachable from an initial
configuration with k[£1] = n — f A k[€2] = 0?7 As discussed in [41], acceleration does not
affect reachability, and precise treatment of the resilience condition and threshold guards is
crucial for solving this problem.

2.1 Schemas

When applied to a configuration, a schedule generates a path, that is, an alternating sequence
of configurations and transitions. As initially x and y are zero, threshold guards ¢, @2, and
@3 evaluate to false. As rules may increase variables, these guards may eventually become
true. In our example we do not consider guards like x < ¢ + 1 that are initially true and
become false, although we formally treat them in our technique. In fact, initially only rq is
unlocked. Because ry increases x, it may unlock ¢;. Thus r4 becomes unlocked. Rule r4
increases y and thus repeated application of r4 (by different processes) first unlocks ¢» and
then ¢3. We introduce a notion of a context that is the set of threshold guards that evaluate to
true in a configuration. For our example we observe that each path goes through the following
sequence of contexts {}, {¢1}, {¢1, @2}, and {1, @2, ¢3}. In fact, the sequence of contexts in
a path is always monotonic, as the shared variables can only be increased.

The conjunction of the guards in the context {¢;, ¢»} implies the guards of the rules
ri, 12, r3, r4, rs; we call these rules unlocked in the context. This motivates our definition of
a schema: a sequence of contexts and rules. We give an example of a schema below, where
inside the curly brackets we give the contexts, and fixed sequences of rules in between. (We
discuss the underlined rules below.)

S={}ri,ri {1} ri, 3,14, ra @1, @2}
T1, 72,73, 74,75, 74, 75 {Q1, ©2, @3} 11,72, 73,74, 15, 76 {01, 2, @3} (2.1

Given a schema, we can generate a schedule by attaching to each rule an acceleration
factor, which can possibly be 0. For instance, if we attach non-zero factors to the underlined
rules in S, and a zero factor to the other rules, we generate the following schedule t/ (we
omit the transitions with O factors here).

=0 DD LD (3 D (e, D, (s, D), (5, 2), (76, 4) (22
| B T — n e N——
7 1 2 153 &) 3 7
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It can easily be checked that 7’ is generated by schema S, because the sequence of the
underlined rules in S matches the sequence of rules appearing in t’.

In this paper, we show that the schedules generated by a few schemas—one per each
monotonic sequence of contexts—span the set of all reachable configurations. To this end,
we apply reduction and acceleration to relate arbitrary schedules to their representatives,
which are generated by schemas.

2.2 Reduction and acceleration

In this section we show what we mean by a schedule being “related” to its representative.
Consider, e.g., the following schedule 7 from the initial state og withn = 5,1t = f = 1,
k[£1] =1, and k[£7] = 3:

T =(r1, 1), (r, 1), (r3, 1), (r1, 1), (rs, 1), 1),
.( 1 )I(rl ) .(r3 ), (r1 ). (r4, 1) _ (rs, 1)
7| 1 2] B 3 3
(r, 1), (r5, 1), (rs, 1), (r6, 1), (r6, 1), (6, 1)

T4

Observe that after (r1, 1), (r1, 1), variable x = 2, and thus ¢ is true. Hence transition #;
changes the context from {} to {¢7}. Similarly 7, and 3 change the context. Context changing
transitions are marked with curly brackets. Between them we have the subschedules 7y, . . ., T4
(73 is empty) marked with square brackets.

To show that this schedule is captured by the schema (2.1), we apply partial order argu-
ments — that is, a mover analysis [48] —regarding distributed computations: As the guards ¢,
and ¢3 evaluate to true in 74, and rs5 precedes rg in the control flow of the TA, all transi-
tions (s, 1) can be moved to the left in t4. Similarly, (71, 1) can be moved to the left in ;.
The resulting schedule is applicable and leads to the same configuration as the original one.
Further, we can accelerate the adjacent transitions with the same rule, e.g., the sequence
(rs, 1), (rs, 1) can be transformed into (s, 2). Thus, we transform subschedules t; into rl.’ s
and arrive at the schedule 7’ from Eq. (2.2), which we call the representative schedule of 7. As
the representative schedule 7’ is generated from the schema in (2.1), we say that the schema
captures schedule 7. (It also captures 7’.) Importantly for reachability checking, if T and t’
are applied to the same configuration, they end in the same configuration. These arguments
are formalized in Sects. 5, 6 and 7.

2.3 Encoding a schema in SMT

One of the key insights in this paper is that reachability checking via schemas can be encoded
efficiently as SMT queries in linear integer arithmetic. In more detail, finite paths of counter
systems can be expressed with inequalities over counters such as «[€>] and k[€3], shared
variables such as x and y, parameters such as n, ¢, and f, and acceleration factors. Also,
threshold guards and resilience conditions are expressions in linear integer arithmetic.

We give an example of reachability checking with SMT using the simple schema
{} r1, r1 {¢1} which is contained in the schema S in Eq. (2.1). To obtain a complete encoding
for S, one can similarly encode the other simple schemas and combine them.

To this end, we have to express constraints on three configurations oy, o1, and o3. For the
initial configuration op, we introduce integer variables: IC(]), R IC(S) for local state counters,
xY and yo for shared variables, and n, ¢, and f for parameters. As is written in Eq. (2.3), the
configuration o should satisfy the initial constraints, and its context should be empty (that
is, all guards evaluate to false):
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K?—I—Kg:n—f/\Kg:Kg:Kg:O/\XOZyOZO

A =3tAE> f>0A(mpr A= A=) /x, )0y (2.3)

The configuration o7 is reached from o by applying a transition with the rule r; and an
acceleration factor 8!, and the configuration o7 is reached from o by applying a transition
with the rule r; and an acceleration factor §2. Applying transition with the rule r| to og just
means to increase both «[£3] and x by 8! and decrease Kk [£] by § ! Hence, we introduce four
fresh variables per transition and add the arithmetic operations. According to the schema,
configuration o7 has the context {¢,}. The following equations express these constraints':

lc;:lcg%—ﬁl/\lcé:lcg—y/\xl:x0+81 (2.4)
K%=K:1;+52/\K%=K;—52Ax2=x1+52
A1 A =2 A =g3)[x*/x, 30/ ] 2.5)

Finally, we express the reachability question for all paths generated by the simple schema
{} 1, r1 {¢1}. Whether there is a configuration with k[£s] # 0 reachable from an initial
configuration with k[£1] = n — f and k[£2] = O can then be encoded as:

K =n—frud=0Ak?#0 (2.6)

Note that we check only IC(S) against zero, as the local state 5 is never updated by the
rule r. It is easy to see that conjunction of Egs. (2.3)—(2.6) does not have a solution, and thus
all paths generated by the schema {} r1, r1 {¢1} do not reach a configuration with «[£5] # 0.
By writing down constraints for the other three simple schemas in Eq. (2.1), we can check
reachability for the paths generated by the whole schema as well. As discussed in Sect. 2.1,
our results also imply reachability on all paths whose representatives are generated by the
schema. More details on the SMT encoding can be found in Sect. 9.

3 Parameterized counter systems

We recall the framework of [41] to the extent necessary, and extend it with the notion of a
context in Sect. 3.2. A threshold automaton describes a process in a concurrent system, and
isatuple TA = (L, Z, I', I1, R, RC) defined below.

The finite set £ contains the local states, and Z C L is the set of initial states. The finite set
I” contains the shared variables that range over the natural numbers Ny. The finite set IT is a
set of parameter variables that range over Ny, and the resilience condition RC is a formula
over parameter variables in linear integer arithmetic, e.g., n > 3t. The set of admissible
parameters is Prc = {p € Ngm: p = RC}.

A key ingredient of threshold automata are threshold guards (or, just guards):

Definition 3.1 A threshold guard is an inequality of one of the following two forms:

R) x = apy+ar-p1+---+an| - pmn,or
F) x <ay+ar-p1+-+an - pmn»
where x € I is a shared variable, ao,...,amn € 7Z are integer coefficients, and

D1, ..., piny € IT are parameters. We denote the set of all guards of the form (R) by prise,
and the set of all guards of the form (F) by @1,

1 Our model requires all variables to be non-negative integers. Although these constraints (e.g., x! > 0) have
to be encoded in the SMT queries, we omit these constraints here for a more concise presentation.
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A rule defines a conditional transition between local states that may update the shared
variables. Formally, a rule is a tuple (from, to, (prise, gaf"‘”, u): the local states from and to are
from L. (Intuitively, they capture from which local state to which a process moves.) A rule is
only executed if the conditions ¢"%¢ and ¢™!' evaluate to true. Condition ¢'® is a conjunction
of guards from @, and ¢! is a conjunction of guards from @ (cf. Definition 3.1). We
denote the set of guards used in ¢"° by guard(¢"s®), and guard(e™") is the set of guards
used in pfl,

Rules may increase shared variables using an update vector u € Nl)rl that is added to

the vector of shared variables. As u € ngl, global variables can only be increased or left
unchanged. As will be later formalized in Proposition 3.1, guards from @™¢ can only change
from false to true (rise), and guards from @fall cap change from true to false (fall). Finally, R
is the finite set of rules. We use the dot notation to refer to components of rules, e.g., r.from
or r.u.

Example 3.1 In Fig. 2, the rule r2: ¢, + x++ that describes a transition from ¢; to £3, can
formally be written as (£1, £3, ¢2, T, (1, 0)). Its intuitive meaning is as follows. If the guard
@ 1y > (t+1) — f evaluates to true, a process can move from the local state ¢ to the local
state £3, and the global variable x is incremented, while y remains unchanged. We formalize
the semantics as counter systems in Sect. 3.1.

Definition 3.2 Given a threshold automaton (£, Z, I, TT, R, RC), we define the precedence
relation <p: for a pair of rules ry, r, € R, it holds that ri <p ry if and only if rj.to =
ra.from. We denote by <;f the transitive closure of <p. Further, we say that r; ~» rp, if
ri<F A <F L ore = .

Assumption 3.3 We limit ourselves to threshold automata relevant for FTDAs, i.e., those
where r.u = 0 for all rules » € R that satisfy r <;i . Such automata were called canonical
in [41].

Remark 3.1 We use threshold automata to model fault-tolerant distributed algorithms that
count messages from distinct senders. These algorithms are based on an “idealistic” reliable
communication assumption (no message loss); these assumptions are typically expected to be
ensured by “lower level bookkeeping code”, e.g., communication protocols. As a result, the
algorithms we consider here do not gain from sending the same message (that is, increasing
a variable) inside a loop, so that we can focus on threshold automata that do not increase
shared variables in loops.

Example 3.2 In the threshold automaton from Fig. 3 we have thatrp <p r3 <p r4 <p rs <p
re <p rg <p r2. Thus, we have that <P+ r2. In our case this implies that r,.u = 0 by
definition. Similarly we can conclude that 3.u =y u=rsu=reu=ryu=rgu=>0.

Looplets The relation ~, defines equivalence classes of rules. An equivalence class corre-
sponds to a loop or to a single rule that is not part of a loop. Hence, we use the term looplet
for one such equivalence class. For a given set of rules R let R/~ be the set of equivalence
classes defined by ~». We denote by [r] the equivalence class of rule r. For two classes ¢
and ¢ from R/~ we write ¢ <¢ ¢ iff there are two rules r; and r; in R satisfying [r]] = ¢
and [r2] = ¢ and rq <;f ro and r; ~p rp. As the relation <. is a strict partial order, there
are linear extensions of <. Below, we fix an arbitrary of these linear extensions to sort

transitions in a schedule: We denote by <ZC’" a linear extension of <.
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Fig. 3 A threshold automaton TA with local states £ = {¢; : 1 <i <9}andrules R ={r; : 1 <i < 11}.
The rules drawn with solid arrows {ry, ..., rg} constitute a single equivalence class, while all other rules are
singleton equivalence classes

A 1 ZQ
— no crash detected

— a crash detected

4 t

Fig. 4 A typical structure found in threshold automata that model fault-tolerant algorithms with a failure
detector [12]. The gray circles depict those local states, where the failure detector reports a crash. The local
states ¢; and Z; differ only in the output of the failure detector. As the failure detector output changes non-
deterministically, the threshold automaton contains loops of size two

Example 3.3 Consider Fig. 3. The threshold automaton has five looplets: ¢; = {r1}, c2 =
{ra,...,r8},c3 = {r9}, c4 = {rio}, and cs = {r11}. From rg <p ryg, it follows that c3 <. c4,
and from r4 <;f 710, it follows that ¢o < ca. We can pick two linear extensions of <,
denoted by <1 and <. We have ¢; <1 --+ <1 ¢5,and ¢ <2 ¢3 <2 €3 <2 ¢5 <2 ¢4. In this
paper we always fix one linear extension.

Remark 3.2 It may seem natural to collapse such loops into singleton local states. In our case
studies, e.g, [29], non-trivial loops are used to express non-deterministic choice due to failure
detectors [12], as shown in Fig. 4. Importantly, some local states inside the loops appear in
the specifications. Thus, one would have to use arguments from distributed computing to
characterize when collapsing states is sound. In this paper, we present a technique that deals
with the loops without need for additional modelling arguments.

3.1 Counter systems

We use a function N : Pgrc — Ny to capture the number of processes for each combination of
parameters. As we use SMT, we assume that N can be expressed in linear integer arithmetic.
For instance, if only correct processes are explictly modeled we typically have N (n, t, f) =
n — f, and the respective SMT expression is n — f. Given N, a threshold automaton TA,
and admissible parameter values p € Prc, we define a counter system as a transition system
(X, I, R). It consists of the set of configurations X', which contain evaluations of the counters
and variables, the set of initial configurations /, and the transition relation R:

Configurations X and I A configuration o = (k, g, p) consists of a vector of counter values

o.K € Ngﬁl (for simplicity we use the convention that £ = {1, ..., |£|}) a vector of shared

variable values 0.g € NBF\’ and a vector of parameter values o.p = p. The set X' is the
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set of all configurations. The set of initial configurations / contains the configurations that
satisfy 0.g = 0, }_;c70.k[i] = N(p), and } ;47 0.k[i] = 0. This means that in every
initial configuration all global variables have zero values, and all N (p) modeled processes
are located only in the initial local states.

Example 3.4 Consider the threshold automaton from Fig. 2 with the initial states £1 and £5.
Let us consider a system of five processes, one of them being Byzantine faulty. Thus, n = 5,
t = f =1, and we explicitely model N (5, 1, 1) = n — f = 4 correct processes. One of the
initial configurations is 0 = (k, g, p), where 0.k = (1, 3,0,0,0), 0.g = (0,0), and o.p =
(5, 1, 1). In other words, there is one process in £1, three processes in £, and global variables
are initially x = y = 0. Note that ) ; .y o.k[i]l = k[1] +k[l2]=14+3=4=N(,1,1).

Transition relation R A transition is a pair t = (rule, factor) of a rule of the TA and a non-
negative integer called the acceleration factor, or just factor for short. (As already discussed
in Sect. 2.1, we will use the zero factors when generating schedules from schemas.) For a
transition r = (rule, factor) we refer by r.u to rule.u, and by 7.¢"! to rule.¢™!, etc. We say
a transition ¢ is unlocked in configuration o if (0., 0.8 + k - t.u, o.p) = 1.¢"5 A 1.9l
for k € {0, ..., t.factor — 1}. Note that here we use a notation that a configuration satisfies
a formula, which is considered true if and only if the formula becomes true when all free
variables of the formulas are evaluated as in the configuration.

We say that transition ¢ is applicable (or enabled) in configuration o, if it is unlocked, and
o.k[t.from] > t factor. (As all counters are non-negative, a transition with the zero factor is
always applicable to all configurations provided that the guards are unlocked.) We say that
o’ is the result of applying the enabled transition 7 to o, and write o’ = (o), if

- o'.g=og+tfactor -tuando’.p=o.p
— if t.from # t.to then

- o' .k[t.from] = o.k[t.from] — t.factor,
— o' .k[t.to] = o.k[t.to] + t.factor, and
— VYl € L\{t.from, t.to} it holds that o’ .k[£] = o.k[£]

— if t,from = t.to then o' .k = 0.k

The transition relation R € X x X of the counter system is defined as follows: (o, ¢’) € R
iff there is arule r € R and a factor k € Ny such that o’ = (o) fort = (r, k). Updates do not
decrease the values of shared variables, and thus the following proposition was introduced
in [41]:

Proposition 3.1 [41] For all configurations o, all rules r, and all transitions t applicable to
o, the following holds: '
1. Ifo =r.9™C thent(o) = r.p™® 3. Ifo = ro™ then t(o) b r.o™l

2. Ift(0) W r.9"™C then o = r.ptse 4. If t(0) E r.o™ then o = r.ofll

Schedules and paths A schedule is a (finite) sequence of transitions. For a schedule t and
anindex i : 1 <i < |t|, by 7[i] we denote the ith transition of 7, and by 7! we denote the
prefix t[1], ..., t[i] of . A schedule T = 11, ..., 1, is applicable to configuration oy, if
there is a sequence of configurations o1, ..., 0, with ; = t;(o;_1) for 1 <i < m. If there
is a tj.factor > 1, then a schedule is accelerated.

By t - v/ we denote the concatenation of two schedules T and 7/. A sequence
00,1!,01, ..., 0k—1, tx, o of alternating configurations and transitions is called a (finite)
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path, if transition ¢; is enabled in 0,1 and o; = t;(0;—1),for 1 <i < k. Foraconfiguration og
and a schedule 7 applicable to oy, by path(cy, 7) we denote the path oy, 1, .. ., #j7|, 0}7| With
ti =tliland o; = t;(0i_1), for 1 <i <|t|.

3.2 Contexts and slices

The evaluation of the guards in the sets @5 and ®™!! in a configuration solely defines
whether certain transitions are unlocked (but not necessarily enabled). From Proposition 3.1,
one can see that after a transition has been applied, more guards from ®"*¢ may get unlocked
and more guards from @™ may get locked. In other words, more guards from @5 may
evaluate to true and more guards from @ ! may evaluate to false. To capture this intuition,
we define:

Definition 3.4 A context §2 is a pair ( QrUise | ofally igh Qrise ¢ @rise apd Qfall ¢ @fal We
denote by [§2| = 2755¢| 4 |21,

For two contexts (.Q{"SC, .Q}ca“) and (.Q?se, .Q;*‘"), we define that (.Q]rise, .Q}Ca”) C
($25se fally if and only if ©21se U fall - @rise y Qfall Then, a sequence of contexts
2 2 y 1 1 2 2 q
21,..., 82, is monotonically increasing, if §2; = $2;41, for 1 < i < m. Further, a
monotonically increasing sequence of contexts 21, ..., £2,, is maximal, if 21 = (0, ¥)
and £2,, = (®"¢, pfall) and |2i+1] = |82;] + 1, for 1 <i < m. We obtain:

Proposition 3.2 Every maximal monotonically increasing sequence of contexts is of length
|@rise| 4 | @™l 1. There are at most (|®"°| + | @ such sequences.

Example 3.5 For the example in Fig. 2, we have & = {¢(, ¢, @3}, and &l = ¢,
Thus, there are (|®"™¢| + |®fl|)! = 6 maximal monotonically increasing sequences
of contexts. Two of them are (4,0) T ({¢1},9) T (o1, 9}, 0 T (o1, 02, @3}, D)
and (0,9) T ({e3},9) C (o1, 931,90 C ({1, 92, 93}, 0). All of them have length
|d5rise| + |d5fall| + 1 =4.

To every configuration o, we attach the context consisting of all guards in @€ that
evaluate to true in o, and all guards in @Tll that evaluate to false ino:

Definition 3.5 Given a threshold automaton, we define its configuration context as a function

i fall . . : .
w: X — 29" x 22" that for each configuration o € X gives a context (§£2™€, 21l with
Qrise — {(P c plise. 5 ': <,0} and Qfall — {(,0 c (pfa]I: o P& <,0}-

The following monotonicity result is a direct consequence of Proposition 3.1.

Proposition 3.3 Ifatransitiont is enabled in a configuration o, then either w (o) C w(t (o)),
orw(o) = w(t(o)).

Definition 3.6 A schedule 7 is steady for a configuration o, if for every prefix 7’ of 7, the
context does not change, i.e., o (t'(0)) = w(o).

Proposition 3.4 A schedule t is steady for a configuration o if and only if w(0) = w(t(0)).
In the following definition, we associate a sequence of contexts with a path:

Definition 3.7 Given a configuration o and a schedule t applicable to o, we say that
path(o, 1) is consistent with a sequence of contexts £21, ..., §2,,, if there exist indices
no, ..., Ny, WithO =ng <n; < ... <n, = |t|+ 1, such that for every k, | <k < m, and
every i with ng_1 <i < ng, it holds that w(ti(0)) = 2.

@ Springer

122



Form Methods Syst Des (2017) 51:270-307 281

Fig. 5 The slice of the TA in 1
Fig. 2 that is constructed for the
context ({g2}, ¥)

T2 Q2 > T+t
L3 T5: 2 > Y++ Ly 45

£2 r1: true — T+

Every path is consistent with a uniquely defined maximal monotonically increasing
sequence of contexts. (Some of the indices ny, ..., n, in Definition 3.7 may be equal.)
In Sect. 4, we use such sequences of contexts to construct a schema recognizing many paths
that are consistent with the same sequence of contexts.

A context defines which rules of the TA are unlocked. A schedule that is steady for a
configuration visits only one context, and thus we can statically remove TA’s rules that are
locked in the context:

Definition 3.8 Given a threshold automaton TA = (41, Z,I',T1, R, RC) and a context §2,
we define the slice of TA with context £2 = (£2"5¢, 2!y a5 a threshold automaton TA|o =
(L,Z, I, T1, R|g, RC), where arule r € R belongs to R|g if and only if ( /\‘peﬂrise (p) —

r‘(prise and (/\wg(pfall\gfall w) — r~§0fall~

In other words, R |, contains those and only those rules r with guards that evaluate to true in
all configurations o with w(c') = £2. These are exactly the guards from §2"s¢ U (@ fall\ ©2fally
When w (o) = £2, then all guards from Q715¢ evaluate to true, and then r.(,arise must also be
true. As 27 contains those guards from @Ml that evaluate to false in o, then all other guards
from @Il must evaluate to true, and then r.¢™!! must be true too. Figure 5 shows an example
of a slice.

3.3 Model checking problem: parameterized reachability

Given a threshold automaton TA, a state property B is a Boolean combination of formulas
that have the form /\;_y k[i] = 0, for some Y C L. The parameterized reachability problem
is to decide whether there are parameter values p € Pgc, an initial configuration og € I,
with o¢g.p = p, and a schedule 7, such that 7 is applicable to oy, and property B holds in the
final state: 7 (o) = B.

4 Main result: a complete set of schemas

To address parameterized reachability, we introduce schemas, i.e., alternating sequences of
contexts and rule sequences. A schema serves as a pattern for a set of paths, and is used to
efficiently encode parameterized reachability in SMT. As parameters give rise to infinitely
many initial states, a schema captures an infinite set of paths. We show how to construct afinite
set of schemas S with the following property: for each schedule t and each configuration o
there is a representative schedule s(7) such that: (1) applying s(7) to o results in t(o), and
(2) path(o, s(t)) is generated by a schema from S.

Definition 4.1 A schema is a sequence 29, p1, £21, - . . , Pm, 2,y Of alternating contexts and
rule sequences. We often write {$20}p1{$21}...{2m—1}om {2} for a schema. A schema
with two contexts is called simple.
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Given two schemas S| = 20, p1, ..., pk, 2k and S» = 82, 1, ..., o), §2;, With £2; =
.Q(’), we define their composition S| o S, to be the schema that is obtained by concatenation
of the two sequences: £20, o1, ..., Pks $20, P+ - - -+ P> 2y

Definition 4.2 Given a configuration o and a schedule t applicable to o, we say that
path(o, 7) is generated by a simple schema {§2} p {§2'}, if the following hold:

— Forp =ry, ..., ri thereis amonotonically increasing sequence of indices i (1), . . ., i (m),
ie., 1 <i(l) <--- <i(m) <k, and there are factors f1, ..., fi,; > 0, so that schedule

Tiqys S5 ooy Figmys fm) = 7.
— The first and the last states match the contexts: w(c) = 2 and w(t(0)) = 2.

In general, we say that path(o, t) is generated by a schema S, if S = S; o--- o S for
simple schemas Sy, ..., Sy and T = 17 - - - T¢ such that each path(s; (0), 7;) is generated by
the simple schema §;, form; = 71---tj_1and 1 <i <k.

Remark 4.1 Definition 4.2 allows schemas to generate paths that have transitions with zero
acceleration factors. Applying a transition with a zero factor to a configuration o results
in the same configuration o, which corresponds to a stuttering step. This does not affect
reachability. In the following, we will apply Definition 4.2 to representative paths that may
have transitions with zero factors.

Example 4.1 Let us go back to the example of a schema S and a schedule t’ introduced in
Egs. (2.1) and (2.2) in Sect. 2.1. It is easy to see that schema S can be decomposed into four
simple schemas S; o --- 0 84,e.2., 81 = {} r1,r1 {¢1} and S2 = {1} r1, 73, ra, r4 {@1, p2}.
Consider an initial state og withn =5,t = f =1, x =y =0, k[¢1] = 1, k[£2] = 3, and
k[¢;]1 = 0fori € {3,4,5}. To ensure that path(op, t’) is generated by schema S, one has to
check Definition 4.2 for schemas Si, ..., S4 and schedules (] - 11), (7 - ©2), (75 - 13), and 74,
respectively. For instance, path(oy, t{ - 71) is generated by S;. Indeed, take the sequence of
indices 1 and 2 and the sequence of acceleration factors 1 and 1. The path path(oo, 7 - #1)
ends in the configuration o that differs from op in that k[€2] = 1, k[£3] = 2, and x = 2.
The contexts w(0p) = ({}, {}) and w(o1) = ({1}, {}) match the contexts of schema S, as
required by Definition 4.2.

Similarly, path(oy, 1) - 1) is generated by schema S». To see that, compare the contexts
and use the index sequence 1, 2, 4, and acceleration factors 1.

The language of a schema S — denoted with £(S) —is the set of all paths generated by S.
For a set of configurations C C X and a set of schemas S, we define the set Reach(C, S) to
contain all configurations reachable from C via the paths generated by the schemas from S,
i.e., Reach(C,S) = {r(0) | 0 € C, IS € S. path(o, 1) € L£(S)}. We say that a set
S of schemas is complete, if for every set of configurations C C X it is the case that
the set of all states reachable from C via the paths generated by the schemas from S, is
exactly the set of all possible states reachable from C. Formally, VC € X. {t(0) | 0 €
C, 7 is applicable to o} = Reach(C, S).

In [41], a quantity C has been introduced that depends on the number of conditions in
a TA. It has been shown that for every configuration o and every schedule t applicable to o,
there is a schedule t’ of length at most d = |R| - (C + 1) + C that is also applicable to o and
results in (o) [41, Thm. 8]. Hence, by enumerating all sequences of rules of length up to d,
one can construct a complete set of schemas:

Theorem 4.1 For a threshold automaton, there is a complete schema set Sy of cardinality
|R|\R\~(C+l)+0.
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Although the set Sy is finite, enumerating all its elements is impractical. We show that
there is a complete set of schemas whose cardinality solely depends on the number of guards
that syntactically occur in the TA. These numbers |®@"se| and |@fl| are in practice much
smaller than the number of rules |R|:

Theorem 4.2 For all threshold automata, there exists a complete schema set of cardinality
at most (|®"¢| + | @)\ In this set, the length of each schema does not exceed (3 - |®"5¢ U
ol 12y . |R|.

In the following sections we prove the ingredients of the following argument for the the-
orem: construct the set Z of all maximal monotonically increasing sequences of contexts.
From Proposition 3.2, we know that there are at most (| @rise| 4+ |@fall))l maximal monoton-
ically increasing sequences of contexts. Therefore, | Z| < (|®"5¢| 4+ |@fll|)1. Then, for each
sequence z € Z, we do the following:

(1) We show that for each configuration o and each schedule t applicable to o and consistent
with the sequence z, there is a schedule s(7) that has a specific structure, and is also
applicable to o. We call s(7) the representative of . We introduce and formally define
this specific structure of representative schedules in Sects. 5, 6 and 7. We prove existence
and properties of the representative schedule in Theorem 7.1 (Sect. 7). Before that
we consider special cases: when all rules of a schedule belong to the same looplet
(Theorem 5.1, Sect. 5), and when a schedule is steady (Theorem 6.1, Sect. 6).

(2) Next we construct a schema (for the sequence z) and show that it generates all paths
of all schedules s(t) found in (1). The length of the schema is at most (3 - (|®"s¢| +
|®%11) 4 2) - |R|. This is shown in Theorem 7.2 (Sect. 7).

Theorem 4.2 follows from the above theorems, which we prove in the following.

Remark 4.2 Let us stress the difference between [41] and this work. From [41], it follows that
in order to check correctness of a TA it is sufficient to check only the schedules of bounded
length d(TA). The bound d(TA) does not depend on the parameters, and can be computed
for each TA. The proofs in [41] demonstrate that every schedule longer than d(TA) can be
transformed into an “equivalent” representative schedule, whose length is bounded by d (TA).
Consequently, one can treat every schedule of length up to d(TA) as its own representative
schedule. Similar reasoning does not apply to the schemas constructed in this paper: (i) we
construct a complete set of schemas, whose cardinality is substantially smaller than |S;|, and
(ii) the schemas constructed in this paper can be twice as long as the schemas in S;.

As discussed in Remark 3.2, the looplets in our case studies are typically either singleton
looplets or looplets of size two. In fact, most of our benchmarks have singleton looplets only,
and thus their threshold automata can be reduced to directed acyclic graphs. The theoretical
constructs of Sect. 5.2 are presented for the more general case of looplets of any size. For
most of the benchmarks—the ones not using failure detectors— we need only the simple
construction laid out in Sect. 5.1.

5 Case I: one context and one looplet

We show that for each schedule that uses only the rules from a fixed looplet and does not
change its context, there exists a representative schedule of bounded length that reaches the
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same final state. The goal is to construct a single schema per looplet. The technical challenge
is that this single schema must generate representative schedules for all possible schedules,
where, intuitively, processes may move arbitrarily between all local states in the looplet. As
a consequence, the rules that appear in the representative schedules can differ from the rules
that appear in the arbitrary schedules visiting a looplet.

We fix a threshold automaton, a context §2, a configuration o with w (o) = §2, alooplet c,
and a schedule t applicable to o and using only rules from c¢. We then construct the repre-
sentative schedule crep$?[o, 7] and the schema CSChema;(2 .

The technical details of the construction of crep* [0, 7] for the case when |c| = 1 is given
in Sect. 5.1, and for the case when |c| > 1 in Sect. 5.2. We show in Sect. 5.3 that these
constructions give us a schedule that has the desired properties: it reaches the same final state
as the given schedule 7, and its length does not exceed 2 - |c|.

Note that in [41], the length of the representative schedule was bounded by |c|. However,
all representative schedules of a looplet in this section can be generated by a single looplet
schema.

5.1 Singleton looplet

Let us consider the case of the looplet ¢ containing only one transition, that is, |c| = 1. There
is a trivial representative schedule of a single transition:

Lemma 5.1 Given a threshold automaton, a configuration o, and a schedule t = (r, f1), ...,
(r, fm) applicable to o, one of the two schedules is also applicable to o and results in T (o):
schedule (r, f1 + -+ fm), or schedule (r, 0).

Proof We distinguish two cases:

Case r.to =r. from Then, ru = 0, and th(o) = o for 0 < k < |7|. Consequently, the
schedule (7, 0) is applicable to o, and it results in 7(0) = 0.

Case r.to # r. from We prove by induction on the length k : 1 < k < m of a prefix of 7,
that the following constraints hold for all k:

(‘L'k(a)).lc[r.from] = o.k[rfrom] — (f1 + -+ fr) 5.1
(tfo)Ng=o0g+(fi+ -+ fi)-ru (5.2)
(ok,08+ f-ru,op) Ere™ Are® forall f€{0,..., fi+ -+ fi} (5.3)

Base case k = 1. As schedule t is applicable to o, its first transition is enabled in o . Thus,
by the definition of an enabled transition, the rule  is unlocked, i.e., for all f € {0, ..., fi},
it holds (0., 0.8 + f1 - ru, 0.p) = r.@™ A r.g"€. By the definition, once the transition
7[1]is applied, it holds that t1 (¢') .k [from] = o.k[from] — f1 and (¥ (¢0)).g = 0.8+ f1 - r.u.
Thus, Constraints (5.1)—(5.3) are satisfied for k = 1.

Inductive step k > 1. As schedule t is applicable to o, its prefix ¥ is applicable to o.
Hence, transition t[k] is applicable to 7~ (o).

By the definition of an enabled transition, for all f € {0, ..., fi}, it holds

(o) (@) g+ f - ru op) = re™ Arg™e.

By applying the Eq. (5.2) for k — 1 of the inductive hypothesis, we obtain that for all f €
{0, ..., fx},itholds that (o.k, o.g + (fi + -+ + fic1 + [ - ru, 0.p) = r.p™ A r.ptise. By
combining this constraint with the constraint (5.3) for kK — 1, we arrive at the constraint (5.3)
for k.
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By applying t[k], we get that (t¥(0)).k[rfrom] = (¥~ 1(o)).k[rfrom] — fi and
(t*(0)).g = (t¥"1(0)).g+ fi - r.u. By applying (5.1) and (5.2) for k — 1 to these equations,
we arrive at the Egs. (5.1) and (5.2) for k.

Based on (5.1) and (5.3) for all values of k, and in particular k = m, we can now show
applicability. From Eq. (5.1), we immediately obtain that o.k[r.from] > fi + -+ + fu.
From constraint (5.3), we obtain that (., 0.g + f - r.u, o.p) = r.@@ A r.gt€ forall f €
{0,..., fi+---+ fn}. These are the required conditions for the transition (r, f1+-- -+ fi)
to be applicable to the configuration o . O

Consequently, when ¢ has a single rule r, for configuration ¢ and a schedule T =
(r, f1)y ..., (r, fm),Lemma5.1 allows us to take the singleton schedule (r, f) as Crepf [o, 7]
and to take the singleton schema {£2} r {§2} as cschemaf. The factor f iseither f1+...+ fi
or zero.

5.2 Non-singleton looplet

Next we focus on non-singleton looplets. Thus, we assume that |c| > 1. Our construction is
based on two directed trees, whose undirected versions are spanning trees, sharing the same
root. In order to find a representative of a steady schedule T which leads from o to (o), we
determine for each local state how many processes have to move in or out of the state, and
then we move them along the edges of the trees. First, we give the definitions of such trees,
and then we show how to use them to construct the representative schedules and the schema.

Spanning out-trees and in-trees We construct the underlying graph of looplet c, that is, a
directed graph G., whose vertices consist of local states that appear as components from or
to of the rules from ¢, and the edges are the rules of ¢. More precisely, we construct a directed
graph G, = (V, E., L.), whose edges from E, are labeled by function L. : E. — ¢ with
the rules of ¢ as follows:

Ve={|3r ec, rto=~LVrfrom=1"{},
E.={(,0)|3rec, rfrom=1¢, rto =1},
Lo, £)) =r,if rfrom = ¢, r.to= ¢ for (¢,) € E.andr € c.

Lemma 5.2 Given a threshold automaton and a non-singleton looplet ¢ € R/~, graph G,
is non-empty and strongly connected.

Proof As, |c| > 1 and thus E. > 2, graph G, is non-empty. To prove that G is strongly
connected, we consider a pair of rules rq, r, € c. By the definition of a looplet, it holds that
r1 <7 roand ry < ri. Thus, there is a path in G from ry.fo to ry.from, and there is a path
in G from ry.to to ry.from. As ry and r, correspond to some edges in G, there is a cycle that
contains the vertices ry.from, r1.to, r2.from, and ry.to. Thus, graph G, is strongly connected.

O

As G is non-empty and strongly connected, we can fix an arbitrary node # € V. —called
a hub— and construct two directed trees, whose undirected versions are spanning trees of the
undirected version of G.. These are two subgraphs of G.: a directed tree Toyut = (V¢, Eout),
whose edges Eout € E. are pointing away from h (out-tree); a directed tree Tin = (V,, Eip),
whose edges Ein, C E. are pointing to h (in-tree). For every node v € V.\{h}, it holds that

Hu: (u,v) € Eout}] = 1 and [{w: (v, w) € Ejn}| = 1.
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/3 U5

Fig. 6 The underlying graph of the looplet ¢» of the threshold automaton from Example 3.3 and Fig. 3 (left),
together with trees Tj, (middle) and Tt (right)

Further, we fix a topological order <j, on the edges of tree Tj,. More precisely, <j, is such
a partial order on Ejj that for each pair of adjacent edges (¢, ), (¢, ¢”) € Ejp, it holds that
£, £") <in (¢, £"). In the same way, we fix a topological order <oyt on the edges of tree Toyt.

Example 5.1 Consider again the threshold automaton from Example 3.3 and Fig. 3. We
construct trees Tin, and Toyt for looplet ¢, shown in Fig. 6.

Note that Ve = {2, €3, 84,05, 46}, and E. = {(£2,€3), (£3,¢5), (€5, Le), (Lo, La),
(L4,404), (Lg,ls), (L4, €r)}. Fix €4 as a hub. We can fix a linear order =<j, such that
(€2, €3) =Zin (€3, €5) <in (€5, £6) =in (L6, £4), and a linear order <oyt such that (¢4, £2) Zout
(€2, £3) Zout (£4, Ls5) Zout (L5, L6).

Note that for the chosen hub /4 and this specific example, T;, and <j, are uniquely defined,
while an out-tree can be different from Tyt from our Fig. 6 (the rules rg, 17, 13, r4 constitute
a different tree from the same hub). Because out-tree Toyt is not a chain, several linear orders
different from <oyt can be chosen, e.g., (¢4, £2) <out (¢4, €5) <out ({2, £3) <out (s, Le).
Representatives of non-singleton looplets Using these trees, we show how to construct a
representative Crep;(2 [0, 7] of a schedule 7 applicable to o with 6’ = 7 (o). For a configu-
ration o and a schedule t applicable to o, consider the trees T, and Tout. We construct two
sequences: the sequence ejn (1), ..., ein(| Ein|) of all edges of T, following the order <j,, i.e.,
if ein(i) <in ein(j), then i < j; the sequence eout(1), - . ., eout(| Eout|) of all edges of Toyt
following the order <qyt. Further, we define the sequence of rules rijn (1), .. ., rin (| Ein|) with
rin(i) = Lc(ein(i)) for 1 < i < |Ejn|, and the sequence of rules rout(1), ..., rout(| Eout|)
with rout(i) = L¢(eout(i)) for 1 < i < |Eout|. Using configurations o and o’ = (o), we
define:

8in(i) = ok[f1— o k[ f]. for f = rin(i)fromand 1 <i < |Einl,
Sout(j) = o’ k[t] — o.k[t], for t = row(j).toand 1 < j < |Eoul.

If §in (i) > 0, then dj, (i) processes should leave the local state rin (i).from towards the hub,
and they do it exclusively using the edge ejn (7). If Sout(j) > 0, then Sout(j) processes should
reach the state royt(j).fo from the hub, and they do it exclusively using the edge eout(j). The
negative values of §jn (i) and Sout(j) do not play any role in our construction, and thus, we
use max(din(i), 0) and max(Sout(j), 0).

The main idea of the representative construction is as follows. First, we fire the sequence
of rules rin (1), . . ., rin (k) to collect sufficiently many processes in the hub. Then, we fire the
sequence of rules rout(1), ..., rout(k) to distribute the required number of processes from
the hub. As a result, for each location £ in the graph, the processes are transferred from £
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T =T4,73,T4,7T1,72,73,71,74,T1

43

h=1 ) £y . L3 i %3
T, - O< enn(3) O< eln(2) O< em(l)
Tin(3) = 14 Tin(2) =73 Tin(1) =72
5in(3)=1—0=1 5in(2)=1—0=1 5in(1)=0—2=—2

win(3)=1—|—1+022 win(2)=1+0=1 win(l):O

h=t 6out(1) b eOUt(z) ls 6°”t(3) "

Tout : O ;O =O ;O
Tout(l) =T Tout(z) =T2 Tout(3) =T3

bout(1) =2-0=2  6out(2) =0—1=—1 Som(3)=0—1=—1
Wout(1) =2+0+0=2 woue(2) =0+0=0 Wout(3) =0

Fig. 7 Construction of the representative of a schedule using the rules in the four-element looplet, following
Example 5.2

to the other locations, if o [£] > o'[£], and additional processes arrive at £, if o [£] < o/[£].
Using &in (i) and 8oyt (i), we define the acceleration factors for each rule as follows:

winG) = Y max(§in(j), 0) and
Jein(j) Zinein(@)
wout(i) = > max(Sout(j), 0).

J i eout(?) Zout €out(j)
Finally, we construct the schedule crep;Q [o, 7] as follows:

Crep?[av T] = (rin(l)» wln(l))a s (rin(|Ein|)a wln(lElnD)v
(rout(1), wout(1)), - . ., (rout(| Eout]), wout(| Eoutl))- 5.4

Example 5.2 Consider the TA shown in Fig. 7. Let ¢ be the four-element looplet that
contains the rules ry, rp, r3, and rq4, and T be the schedule T = (r4,1), (r3, 1),
(ra, ), (r1, D, (r2, D), (13, 1), (11, 1), (4, 1), (r1, 1) that uses the rules of the looplet c.
Consider a configuration o with o.k[l3] = o.k[€4] = 1, and o.k[{1] = o.k[l2] = 0.
The final configuration ¢’ = (o) has the following properties: o’.k[€;] = 2 and
o'.k[€)] = o'.k[l3] = o’ .k[€4] = 0. By comparing o and o', we notice that one pro-
cess should move from ¢3 to ¢», and one from ¢4 to ¢,. We will now show how this is
achieved by our construction.

For constructing the representative schedule crepf o, 7], we first define trees T, and Toyt.
If we chose ¢ to be the hub, we get that Ej, = {(£4, £1), (3, £4), ({2, £3)}, and thus the order
is (L2, €3) <in (€3, £4) =<in (€4, £1). Therefore, we obtain ejn (1) = (€2, £3), ein(2) = (L3, £4)
and ejn (3) = (€4, £1). By calculating i (i) forevery i € {1, 2, 3}, we see that §j,(2) = 1 and
8in(3) = 1 are positive. Consequently, two processes go to the hub: one from rjy (2).from = €3
and one from rjn (3).from = £4. The coefficients wj, give us acceleration factors for all rules.

Similarly, we obtain Eoyt = {(£1,¢2), (£2,£3), (£3,£4)}, and the order must be
(£1,€2) =out (£2,€3) Zout (£3,£4). Thus, equt(l) = (£1,£2), ein(2) = (£2,¢3), and

@ Springer

129



288 Form Methods Syst Des (2017) 51:270-307

eout(3) = (€3, £4). Here only Sout(1) = 2 has a positive value, and hence, two processes
should move from hub to the local state rout(1).t0 = £5. To achieve this, the acceleration
factor of every rule rout(i), 1 <i < 3, must be wout (7).

Therefore, by Eq. (5.4), the representative schedule is

crep o, t] = (r2,0), (3, 1), (r4, 2), (1, 2), (r2, 0), (r3, 0).

Choosing another hub gives us another representative. For each hub, the representative is
not longer than 2|c| = 8, and leads to o’ when applied to o.

In the following, we fix a threshold automaton TA, a context §2, and a non-singleton looplet
¢ of the slice TA|. We also fix a configuration o of TA and a schedule 7 that is contained
in ¢ and is applicable to . Our goal is to prove Lemma 5.8, which states that crepf [o, T]is
indeed applicable to o and ends in 7 (o). To this end, we first prove auxiliary Lemmas 5.3-5.7.

Lemma 5.3 Foreveryi : 1 <i <|Ei,|, it holds that o.k[r; from] > max(8n(i), 0), where
ri = L¢(ein(i)).

Proof Recall that by the definition of a configuration, every counter o.k[£] is non-negative.
If 8in(i) > 0, then max(8in(i), 0) = 8in(i) = o.k[r;.from] — o’ .k[r;.from], which is bound
from above by o.k[r;.from]. Otherwise, 8in (i) < 0, and we trivially have max(8j, (i), 0) = 0
and 0 < o.k[r; from]. m]

Lemma 5.4 Schedule tin = (rin(1), win(1)), ..., #in(|Einl), win(|Einl)) is applicable to
configuration o.

Proof We denote by o' the schedule (rin (1), win(1)), ..., Fin(), win(i)), for 1 <i < |Ejnl.
Then 7j, = a!Einl,

All rules rin(1), ..., rin(|Ein|) are from R |y, and thus are unlocked. Hence, it is suffi-
cient to show that the values of the locations from the set V. are large enough to enable
each transition (rin (i), win(i)) for 1 < i < |Ejs|. To this end, we prove by induction that
(@' 1(0)).[r; from] = win(i), for 1 < i < |Ein| and ri = Le(ein(i)).

Base case i = 1. Forr; = L.(ejn(1)), we want to show that o.k[r1.from] > win(1). As
ein(1) is the first element of the sequence ejn (1), .. ., ein(Ejn), which respects the order <jp,
we conclude that win (1) = max(djn (1), 0). From Lemma 5.3, it follows that o.k[r{ .from] >
max(Sin (1), 0).

Inductive step k assume that foralli : 1 <i < k — 1 < |Ejn|, schedule o/ is applicable
to o and show that (%=1 (6)).kc[rg from] = win (k) with ry = L (ein(k)).

To this end, we construct the set of edges Py that precede the edge ejn (k) in the topological
order <in, thatis, Py = {e | e € Ein, ¢ <in €in(k), e # ein(k)}. We show that the following
equation holds:

ozk_l(o)).lc[rk.from] = o.k|[ry.from] + Z max(§in(j), 0). (5.5)
ein(j)€Pr

Indeed, if one picks an edge ejn(j) € P, the edge ejn(j) adds win(j) to the
counter k[ry.from]. As the sequence {ejn (i) }; <k is topologically sorted, it follows that j < k.
Moreover, as the tree Tjy, is oriented towards the root, ej, (k) is the only edge leaving the local
state r¢.from. Thus, no edge ejn (i) with i < k decrements the counter o.k[ry.from].

From Eq. (5.5) and Lemma 5.3, we conclude that (oz"_1 (0)).k[ry.from] is not less than
max(in(k), 0) + Zein(j): ein(i) <in ein(K), j#k max(Sin(j), 0), which equals to wji,(k). This
proves the inductive step.

Therefore, we have shown that 7j, = /il is applicable to o O
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The following lemma is easy to prove by induction on the length of a schedule. The base
case for a single transition follows from the definition of a counter system.

Lemma 5.5 Let o and o’ be two configurations and t be a schedule applicable to o such
that ©(0) = o'. Then it holds that )", (c'[£] — o [£]) = 0.

Further, we show that the required number of processes is reaching (or leaving) the hub,
when the transitions derived from the trees Tin and Toyt are executed:

Lemma 5.6 The following equality holds:
o' k[h] — o.k[h] = Z max(8in (i), 0) — Z max (Sout (i), 0).
1<i<|Ep 1<i<|Eoul

Proof Recall that Tj, is a tree directed towards h, and the undirected version of Tj, is a
spanning tree of graph C. Hence, for each local state £ € V.\{h}, there is exactly one
edge e € Ej, with L.(e).from = £. Thus, the following equation holds:

> max(in(i).0) = Y max(o.k[l] — o k[],0). (5.6)
1<i<| Epl CeVo\(h)

Similarly, Toyt is a tree directed outwards £, and the undirected version of Toyt is a spanning
tree of graph C. Hence, for each local state £ € V. \{h}, there is exactly one edge e € Eoyt
with L.(e).to = £. Thus, the following equation holds:

> max@ouw(i),0)= > max(c’k[] - o.k[£],0). (5.7)

I<i<|Eout| teVe\{n}

By combining (5.6) and (5.7), we obtain the following:
>0 max(in().0)— Y max(Sou(i), 0)

1<i<|Ejn| I<i<|Eou|
= Y (max(ok[] — o’ k[£], 0) — max(c” k[£] — o.k[€], 0))
CeVe\(h)

= Y (oxltl=o'kltl) = | Y oklt] =o' k[t] | = (o.k[h] — o' k[h]). (5.8)

LeVe\{h} Leve

As the initial schedule 7 is applicable to o, and 7 (o) = 0’,by Lemma3.5,) ", - (0.k[{]—
o’.k[£]) = 0. As all rules in crep;@ [0, T] are from R | and thus change only the counters of
local states in V., for each local state £ € £\V,, its respective counter does not change, that
is, o.k[€] — o’ .k[£] = 0. Hence, Zeev(, (0.k[€] — o’.k[£]) = 0. From this and Eq. (5.8), the
statement of the lemma follows. 4 O

Lemma 5.7 If tj denotes the schedule (rin(1), win(1)), ..., (rin(IEinl), win(|Einl)), the fol-
lowing equation holds:

o’ .k[h] + ZlSiS\EouH max (Sout (i), 0), ift=nh

it {minw.x[z], o kL)), ¥ Le Vel

Proof We prove the lemma by case distinction:
Case ¢ = h We show that (tjn(0)).k[h] = o.k[h] + leiflEin\ max(Jjn (i), 0). Indeed, let

P be the indices of edges coming into i, ie., P = {i | 1 < i < |Ejn|, Lc(ein(i)) =
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r, h = r.to}. As all edges in Tj, are oriented towards #, it holds that (zj,(0)).k[h] equals to
o.k[h] + Y, p win(i). By unfolding the definition of wjn, we obtain that (tin(0)).k[h] =
o.klh] + ZIEiS\Einl max(din (i), 0). We observe that by Lemma 5.6, this sum equals to
o' .k[h]+ leié\Eoutl max (8ot (i), 0). This proves the first case.

Case £ € V. \{h} We show that (tin(0)).k[£] = min(c.k[£], o’.k[£]). Indeed, fix a node

¢ € VA{h} and construct two sets: the set of incoming edges In = {ejn(i) | I €
Ve. ein(i) = (£, ¢)} and the singleton set of outgoing edges Our = {ejn(i) | I’ €
V.. ein(i) = (£,¢)}. By summing up the effect of all transitions in 7jh, we obtain

(tin(0)).k[l] = o.k[l] + Zem(i)em win(i) — Zeom(i)eom wout (). By unfolding the defi-
nition of wj,, we obtain (tjn(0)).k[£] = o.k[£] — an(i)eou, 8in (i), which can be rewritten
as o.k[£] — max(o.k[£] — o’.k[£], 0), which, in turn, equals to min(o.k[£], o’.kc[£]). This
proves the second case. O

Now we are in a position to prove that schedule crepcﬂ [o, T] is applicable to configura-
tion o and results in configuration t(o):

Lemma 5.8 The schedule crepf o, t] has the following properties: (a) crep;Q o, T] is
applicable to o, and (b) crepCQ [o, T] results in T (o) when applied to o.

Proof Denote with tj, the prefix (rin (1), win (1)), . .., (rin(| Einl), win (| Ein|)) of the schedule
Crepf2 [0, 7]. Foreach j : 1 < j < |Eout|, denote with B/ the prefix of Crepf [o, T] that has
length of | Ejn| + j. Note that Bl Eoutl — crepfz [o, T].

Proving applicability of CrepcQ [o, T] to o We notice that all rules in Crep;(2 [o, T] are
from R | and thus are unlocked, and that i, is applicable to o by Lemma 5.4. Hence, we
only have to check that the values of counters from V. are large enough, so that transitions
(rout(j), wout (j)) can fire. )

We prove that each schedule S/ is applicable to o, for j : 1 < j < |Equt|. We do so by
induction on the distance from the root % in the tree Tyt.

Base case root node h. Denote with Oy, the set {(£, £') € Equt | £ = h}. Let ji, ..., jm
be the indices of all edges in Oy, and j,,, be the maximum among them.

From Lemma 5.7, (tin(0)).k[h] = o’ .k[h] + ZliiflEout\ max(Sout(i), 0) = o’.k[h] +
Zeom(j)EOh wout(j). Thus, every transition (eout(j), wout(j)) with eout(j) € Oy, is appli-
cable to B/~ 1(o). Also, (8% (0)).k[h] = o' .k [h)].

Inductive step assume that foranode £ € V. and an edge eout (k) = (€, ') € Eoyt outgoing
from node £, schedule g is applicable to configuration o. Show that for each edge eout (i)
outgoing from node ¢’ the following hold: (i) schedule 8’ is also applicable to o; and (ii)
BlEoutl (o) .k [0'] = o K [€'].

(i) As the sequence {eout(j)} j<|Eqy| 18 topologically sorted, for each edge eqyt (i) outgoing
from node ¢, it holds that k < i.

From Lemma 5.7, we have that 8¥(¢).k[¢'] = min(o.k[¢'], o'.k[¢']). Because the
transition (eout(k), wout(k)) adds wout(k) to BX~1(o).k[€'], we have BX(o).k[l'] =
min(o.k[¢'], o’ .k [£']) + wout(k). Let S be the set of all immediate successors of eqt(k),
ie, S = {i | 3. (¢',0") = eout(i)}. From the definition of weyt(k), it follows that
wout(k) = max(Sout(k), 0) + ers wout(s). Thus, the transition (equt(i), wout(i)) for
edge eout(i) outgoing from node ¢/, can be executed.

(ii) Let ji, . .., jm be the indices of all edges outgoing from ¢, and j,, be the maximum
among them. From (i), it follows that

(B (0)).k[€'] = min(o.k[¢'], o’ .k [€']) + max(Sout(k), 0),

which equals to o’k [£'].
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This proves that the schedule g!outl = crep;‘? [o, T] is applicable to o.

Proving that crep;Q o, ] results in t(o) From the induction above, we conclude that
for each £ € V,, it holds that (8'Foutl(0)).k[¢] = o’ .k[L]. Edges in the trees Tj, and
Tout change only local states from V.. We conclude that for all £ € L, it holds that
crepf [0, T1(0).k[£] = o’ .k[£]. As the rules in non-singleton looplets do not change shared
variables, crepf? [0, T](0).g = 0.g = o’.g. Therefore, crep¥[o, t](0) = o’ O

5.3 Representatives for one context and one looplet

We now summarize results from Sects. 5.1 and 5.2, giving the representative of a schedule t
in the case when t uses only the rules from one looplet, and does not change its context. If
the given looplet consists of a single rule, the construction is given in Sect. 5.1, and otherwise
in Sect. 5.2. We show that these constructions indeed give us a schedule of bounded length,
that reaches the same state as 7.

In the following, given a threshold automaton TA and a looplet ¢, we will say that a
schedule T = t1, ...,t, is contained in c, if [t;.rule] = c for 1 <i <n.

Theorem 5.1 Fix a threshold automaton, and a context $2, and a looplet c in the slice TA|g.
Let o be a configuration and t be a steady schedule contained in ¢ and applicable to o.
There exists a representative schedule crepf [o, ©] with the following properties:

(a) schedule crepf o, ] is applicable to o, and Crepg2 o, T](0) = 1(0),
(b) the rule of each transition t in crep{? [o, t] belongs to c, that is, [t.rule] = c,
(c) schedule CrepcQ o, t] is not longer than 2 - |c|.

Proof 1f |c| = 1, then we use a single accelerated transition or the empty schedule as
representative, as described in Lemma 5.1.

If |c| > 1, we construct the representative as in Sect. 5.2, so that by Lemma 5.8 property
(a) follows. For every edge e € E, the rule L.(e) belongs to ¢, and thus crepf [o, T] satisfies
property (b). As | Ein| < |c| and |Eout| < |c|, we conclude that |crepf.2 [o,t]] <2-]c|, and
thus property c) is also satisfied. From this and Lemma 5.8, we conclude that Crepf [o, T]is
the required representative schedule. O

Theorem 5.1 gives us a way to construct schemas that generate all representatives of the
schedules contained in a looplet:

Theorem 5.2 Fix a threshold automaton TA, a context 2, and a looplet c in the slice TA| .
There exists a schema cschema;q with the following properties:

Fix an arbitrary configuration o and a steady schedule t that is contained in ¢ and is
applicabletoo. Let v/ = crepf.z [o, ] be the representative schedule of T, from Theorem 5.1.
Then, path(o, t’) is generated by cschema;?. Moreover, the length of cschemaf is at
most 2 - |c|.

Proof Note that v/ = Crepf [0, 7] can be constructed in two different ways depending on
the looplet c.

If |c| = 1, then by Lemma 5.1 we have that t/ = (r, f) for a rule r € ¢ and a factor
f € No. In this case we construct CSChemaf‘? to be

cschema¥’ = (2} r (2}.

It is easy to see that path(o, /) is generated by cschemaf.’ , as well as that the length
of CSChemaf is exactly 1, that is less than 2 - |c]|.
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If |c|] > 1, then we use the trees Tin and Toyt to construct the schema Cschema;q as
follows:

cschemaf = {2} rin(1) -+ rin(| Einl) - rout(1) - - - rout (| Eout)) {£2}- (5.9)

Since for an arbitrary configuration o and a schedule 7, we use the same sequence of edges
in Egs. (5.4) and (5.9) to construct crep [o, 7] and cschema®?, the schema cschema’
generates all paths of the representative schedules, and its length is at most 2 - |c]|. O

6 Case II: one context and multiple looplets

In this section, we show that for each steady schedule, there exists a representative steady
schedule of bounded length that reaches the same final state.

Theorem 6.1 Fix a threshold automaton and a context S2. For every configuration o with
w(o) = $2 and every steady schedule t applicable to o, there exists a steady schedule
srepy (o, t] with the following properties:

(a) srepglo, t]is applicable to o, and srepglo, t](0) = t(0),
(b) Isrepglo, Tl <2 [(Rl2)

To construct a representative schedule, we fix a context §2 of a TA, a configuration o with
w(o) = £2, and a steady schedule t applicable to o. The key notion in our construction is a
projection of a schedule on a set of looplets:

Definition 6.1 Let t = 11, ..., #z, for k > 0, be a schedule, and let C be a set of looplets.
Given an increasing sequence of indices i(1),...,i(m) € {1,...,k}, where m < k, i.e.,
i(j) <i(j+1),forl < j < m,aschedule #;1) ...t is a projection of  on C, if each
index j € {1, ..., k} belongs to {i(1), ..., i(m)} if and only if [¢;.rule] € C.

In fact, each schedule t has a unique projection on a set C. In the following, we
write Tl¢, ., to denote the projection of T on a set {c1, ..., cn}.

Provided that ¢y, . . ., ¢, are all looplets of the slice R | ordered with respect to <g”, we
construct the following sequences of projections on each looplet (note that g is the empty
schedule): m; = ¢, - - - - Tl for0 <i <m.

Having defined {7; }o<; <m. We construct the representative srep,[o, t] simply as a con-
catenation of the representatives of each looplet:

srepglo., ] = crep [mo(0). Tle, | - CrepL 1 (o). Tle,] - ... - Crepy [m—1(0). Tle,, ]

Example 6.1 Consider the TA shown in Fig. 8. It has three looplets, namely ¢; =
{r1,ra, r3,ra}, co = {rs}, c3 = {re, r7,rs}, and the rules are depicted as solid, dotted,
and dashed, respectively. These looplets are ordered such that ¢ <g" &) <g” 3.

Let o be the configuration represented in Fig. 8 left, i.e. k[{3] = k[{4] = k[l5] =
I and k[l3] = k[l4] = k[f5] = 0. Let t be the schedule (r4, 1), (r¢, 1), (r3, 1),
(ra; D), (r1, 1), (r2, 1), (7, 1), (13, 1), (1, D, (s, 1), (07, D), (g, 1), (s, D), (1, 1), (r6, 1D,
(r7, 1), (rs, 1), (rg, 1), (r7, 1). Note that T is applicable to o and that 7 (o) is the configura-
tion o’ from Fig. 8 right, i.e. k[€5] = 1, k[€g] =2 and k[£1] = k[£2] = k[€3] = k[€4] = 0.
We construct the representative schedule srepg[o, t].

Projection of 7 on the looplets c1, ¢, and ¢3, gives us the following schedules:

7:|C1 = (r47 1)7 (}"3, 1)7 (I"4, 1)5 (rls 1)! (1"2, 1)7 (I"3, 1)’ (rlv 1)7 (I"4, l)a (rlv l)a
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Fig. 8 Threshold automaton and configurations used in Example 6.1

Tle, = (rs, 1), (r5, 1),
T|L‘3 = (r67 1)7 (}’7, 1)7 (1’7, 1)5 (I"S, 1)! (r67 1)7 (r79 1)9 (rSa 1)» (1’7, 1)

Recall that
srepglo. 7] = crepf [mo(0). Tle, ] - Creps [m1 (o). Tle,] - CrepL[m2 (o). Tles -

In order to construct this schedule, we firstly construct the required configurations. Note
that mo(0) = o. Then m1(0) = 7] (o), and this is the configuration from Fig. 8 lower
left, i.e. k[€2] = 2, k[¢s5] = 1 and k[£1] = k[€3] = k[€4] = k[€s] = 0. Configuration
m2(0) = Tle, - Tley (0) = Tl¢, (1 (0)) is represented on Fig. 8 lower right, i.e. k[fs5] = 3
and all other counters are zero.

Section 5 deals with the construction of representatives of schedules that contain rules
from only one looplet. Recall that construction of Crepg [mo(o), Tlc, ] corresponds to the one
from Example 5.2. Thus, we know that

crep[m(0), Tle,] = (12, 0), (r3, 1), (r4, 2), (1, 2), (r2,0), (3, 0).
As ¢ is a singleton looplet, we use the result of Sect. 5.1. Thus,
crepf[m1(0). Tle,] = (5. 2).
Using the result from Sect. 5.2 we obtain that
crepl[m (o). Tle;] = (3. 0). (17, 2),
and finaly we have the representative for 7 that is

srepplo, 7] = (r2,0), (13, 1), (r4,2), (r1, 2), (2, 0), (r3. 0), (r5, 2), (13, 0), (r7, 2).

Lemma 6.1 (Looplet sorting) Given a threshold automaton, a context S2, a configuration o,
a steady schedule t applicable to o, and a sequence cy, . . ., ¢y of all looplets in the slice R |
with the property c; <2" cjforl <i < j < m, the following holds:

1. Schedule t|., is applicable to the configuration o.

2. Schedule t|c,,... ., 1s applicable to the configuration t|. (o).

3. Schedule tl¢; - Tlc,,....c,,» when applied to o, results in configuration t (o).

,,,,,
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Proof In the following, we show Points 1-3 one-by-one.

We need extra notation. For a local state £ we denote by 1, the |£|-dimensional vector,
where the £th component is 1, and all the other components are 0. Given a schedule p =
ty - - - tx, we introduce a vector A, (p) € 7\l to keep counter difference and a vector Ag(p) €

Ngrl to keep difference on shared variables as follows:

Acp)= Y tifactor - (Lso =Ly pom) and  Ag(p)= Y 1i.u

1<i<|p| 1<i<|p|

Proof of (1) Assume by contradiction that schedule 7|, is not applicable to configuration o.
Thus, there is a schedule 7" and a transition #* that constitute a prefix of t |, , with the following
property: t’ is applicable to o, whereas 7’ - * is not applicable to o. Let £ = t*.from and
' = t*.10.

There are three cases of why 7* may be not applicable to t/(c):

(1) There is not enough processes to move: (o.k + A, (t' - 1*))[£] < 0. As t is applicable
to o, there is a transition ¢ of t with [t.rule] # c; and t.to = € as well as t.factor > 0.

From this, by definition of <?”, it follows that [¢.rule] <g” c1. This contradicts the lemma’s
assumption on the order ¢ <’C’” e <IC’" Cm-

(i) The condition 7*.¢"¢ is not satisfied, that is, T/ (c') f= 1*.¢"¢. Then, there is a guard
@ € guard(r*.¢") with /(o) ¥~ ¢.

Since 7 is applicable to o, there is a prefix p - ¢ of 7, for a schedule p and a transition ¢
that unlocks ¢ in p(0), thatis, p(c) & ¢ and t(p(0)) = ¢. Thus, transition ¢ changes the
context: w(p(0)) # w(t(p(0))). This contradicts the assumption that schedule 7 is steady.

(iii) The condition r*.¢™" is not satisfied: /(o) f& t*.¢™!. Then, there is a guard ¢ €
guard(r*.¢") with /(o) = ¢.

Let p be the longest prefix of 7 satisfying p|., = t’. Note that p-t* is also a prefix of 7. As
ple; = T/ and no transition decrements the shared variables, we conclude that (t'(0)).g <
(p(0)).g. From this and from the fact that t/(c) & ¢, it follows that p(o) & ¢. Thus
transition ¢* is not applicable to p(o). This contradicts the assumption that 7 is applicable
too.

From (1), (i1), and (iii), we conclude that (/) holds.

Proof of (2) We show that 7|, .., is applicable to 7], (o).

To this end, we fix an arbitrary prefix t’ of 7, a transition ¢, and a suffix t”, that constitute
7, thatis, T = ¢’ -1 - t”. We show that if schedule 7’|, ., is applicable to t|., (¢'), then so
is (¢/ “Dley..ovcm-

Let us assume that t'|¢,, .., is applicable to 7|, (o), and let " denote the resulting state
(Tle; - T'ley,....cn ) (0). We consider two cases:

.....

— [t.rule] = c;. This case holds trivially, as (t" - )|, equals to 7’|,
applicable to 7|, (o) by assumption.

— [t.rule] # c¢;. In order to prove that(t’ - t)|,, .., is applicable to 7|, (o), we show that
counters o” .k and shared variables o”.g are large enough, so that transition ¢ is applicable

too”:

enm» Which is

77777 Cm

.....

(i) We start by showing that o”.k[t.from] > t.factor. We distinguish between different
cases on source and target states of transition ¢.

(1.A) We will show by contradiction that there is no rule r € c¢; with t.f0 = r.from. Let’s
assume it exists. Then, on one hand, as [f.rule] # c1, by definition of <[C’”, it follows

that [¢.rule] <?” <2" c1. On the other hand, as [t.rule] # c¢; and c1, ..., ¢ are
all classes of the rules used in 7, it holds that [z.rule] € {ca, ..., ¢;y}. By the lemma’s
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assumption, ci <g” <g” c¢m, and thus, ¢ <g” <g” [t.rule]. We arrive at a
contradiction.

(i.B) Let’s consider the case of a rule r € ¢; with r.to = t.from. Assume by contradiction
that 7 is not applicable to o”, that is, o” .k [t.from] < t.factor. On one hand, transition ¢
is not applicable to ¢” = (tl¢; * T'ley.....c,)(0). Then by the definition of A, it
holds that o [7 from] + (Ax (Tle; - T'ley.....c,) + Aie (1))t from] < 0. By observing that
Tle; = T'le; + |, we derive the following inequality:

o [t.from]

F(Ae (T le) + A (@le) + Ae(Tles, ) + A1 from) <0 (6.1)

.....

On the other hand, schedule t = t’ - ¢ - t” is applicable to configuration o. Thus,
oltfrom] + (A (t)) + Ae(t) + Ae(z")[tfrom] > 0. By observing that 7., =
ey + e, and Tley. ey = T'lesncn + T Ner.. 0y WE arrive at:

yaees

o[t.from] + (Alc(f/|cl) + AI[(T/|L‘2 ..... cm)
+ A (1) + Ac(T"]e) + A (T |y, Dt from] = 0 (6.2)

By subtracting (6.2) from (6.1), and by commutativity of vector addition, we arrive at
A (@ |ey.....cp )t from] > 0. Thus, there is a transition ' in t”| ., andaruler’ € ¢y
such that t".t0 = r’.from. We again arrived at the contradictory Case (i.A). Hence,
transition r must be applicable to configuration o”.

(i.C) Otherwise, neither ¢.from nor t.to belong to the set of local states affected by the
rules from cy, i.e., {t.from,t.to} N {£ | Ir € cy. rfrom = £ V r.to = £} is empty.
Then, schedule t|., does not change the counter k[z.from], and A, (t')[t.from] =

~~~~~ Cm

.....

we conclude that o” .k [t.from] > t.factor.

(ii) We now show that 0" k= £.¢"%¢ A 1.9 Assume by contradiction that o = 1.¢"¢ A

t.¢™ There are two cases to consider.

If 6" [~ t.¢". By definition, the shared variables are never decremented in a non-singleton
looplet. As 7’ is a prefix of 7, schedule 7|¢, - T’|c,.....¢,, includes all transitions
of ©/. Thus, Ag(tle, - T'ley,...cr) = Ag(t’). From this and o &= r.@hse it
follows that /(o) }~= .¢"¢. This contradicts applicability of T to .

If 6" = t.9™1. Then, there is a guard ¢ € guard(t.¢™!) with t”(c) F ¢. On one hand,
Tle; - Uley.....c, 18 applicable to o. On the other hand, 7 is applicable to o.
We notice that Ag(t) = Ag(tle)) + Ag(Tles,.en) + Ag(T e, cn) +
Ag(t) = Ag(tle)) + Ag(t'ley,....c,,)- As shared variables are never
decreased, it follows that (t|¢, - T'ley...c,)(0) ¥ @. Thus, w(o) #
(7 (0)). This contradicts the assumption on that schedule 7 is steady.

Having proved that, we conclude that transition ¢ is applicable to configuration (7|, -
|ey...en)(0). Thus, by induction (t¢, - Tle,....¢,, ) (o) is applicable to o. We conclude that
Point 2 of the theorem holds.

,,,,,

Proof of (3) By the commutativity property of vector addition,

Ac(Tley  Tleyonen) = Mc(Tle) + Ae(Tleyey) = Y Aclti) = Ag(T).

I<i<|7|

Thus, (tl¢ - Tley,....cn )(0) = T(0), and Point (3) follows.
We have thus shown all three points of Lemma 6.1. O
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Proof (of Theorem 6.1) By iteratively applying Lemma 6.1, we prove by induction that
schedule 7|, -... 7|, is applicable to o and results in 7 (¢'). From Theorem 5.1, we conclude
that each schedule 7|, can be replaced by its representative Crepg [7i-1(c), Tl ]. Thus,
srepg[o, t]is applicable to o and results in T (o). By Proposition 3.4, schedule srepg, [0, 7]
is steady, since w (o) = w(t(0)). O

Finally, we show that for a given context, there is a schema that generates all paths of such
representative schedules.

Theorem 6.2 Fix a threshold automaton and a context S2. Let cy, ..., ¢, be the sorted
sequence of all looplets of the slice R|g, i.e., ci <2" .. <§" cm. Schema sschemag =
cschemag 0 ocschemafn has two properties: (a) For a configuration o withw (o) = 2
and a steady schedule T applicable to o, path(o, t’) of the representative T’ = srepg|[o, ]
is generated by sschemag,; and (b) the length of sschemay; is at most 2 - |(R|2)|.

Proof Fix a configuration o with w (o) = §2 and a steady schedule t applicable to o. As
srepo o, t]is a sorted sequence of the looplet representatives, all paths of srepg [0, 7] are
generated by sschemayg,, which is not longer than 2 - [(R]|o)]. O

7 Proving the main result

Using the results from Sects. 5 and 6, for each configuration and each schedule (without
restrictions) we construct a representative schedule.

Theorem 7.1 Given a threshold automaton, a configuration o, and a schedule t applicable
to o, there exists a schedule replo, t] with the following properties:

(a) replo, T is applicable to o, and replo, t](c) = t(0),
(b) Ireplo, 7] <2+ [R]- (17| + [@F] 4 1) + |97 + @],

Proof Given a threshold automaton, fix a configuration o and a schedule t applicable to o.
Let £21, ..., 2k+1 be the maximal monotonically increasing sequence of contexts such
that path(o, t) is consistent with the sequence by Definition 3.7. From Proposition 3.2, the
length of the sequence is K + 1 = |@rise| 4 |@fll| 4 1. Thus, there are at most K transitions
1}, ..., tx in T that change their context, i.e., fori € {1,..., K}, itholds w(0;) C o (#/(0}))
for s respective state o; in t. Therefore, we can divide 7 into K + 1 steady schedules
separated by the transitions ], ..., tk:

T=V -1 V) Vg -l - VK4

Now, the main idea is to replace the steady schedules with their representatives from The-
orem 6.1. Thatis, using ¢}, ..., tx and vy, ..., vg 1, we construct the schedules o, ..., pg
(by convention, pg is the empty schedule):

pi:pl’_l-l)[-l‘i* forl <i <K.
Finally, the representative schedule rep[z, o] is constructed as follows:
repg [o, vil -t -repg,[pi(0), v2l - - repg, [pk—1(0), vk] - 1k - 1€Pg, [Pk (0), VK41]

From Theorem 6.1, it follows that rep[z, o] is applicable to o and it results in 7(o).
Moreover, the representative of a steady schedule is not longer than 2|R|, which together
with K transitions gives us the bound 2|R|(K +1)+ K. As we have that K = |@rise| 4 |pfall|
this gives us the required bound. O
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Further, given a maximal monotonically increasing sequence z of contexts, we construct
a schema that generates all paths of the schedules consistent with z:

Theorem 7.2 For a threshold automaton and a monotonically increasing sequence z of
contexts, there exists a schema schema(z) that generates all paths of the representative
schedules that are consistent with z, and the length of schema(z) does not exceed 3 - |R| -
(@75 + @) +2 - [R].

Proof Given a threshold automaton, let pg be the sequence ry, .. ., rjr| of all rules from R,
andletz = £29, ..., £2,, be amonotonically increasing sequence of contexts. By the construc-
tion in Theorem 7.1, each representative schedule rep[o, 7] consists of the representatives of
steady schedules terminated with transitions that change the context. Then, for each context
£2;, for 0 < i < m, we compose sschemay, and {£2;} pa) {§2;+1}. This composition gener-
ates the representative of a steady schedule and the transition changing the context from £2;
to £2;+1. Consequently, we construct the schema(z) as follows:

(sschemag, o {220} pan {$21}) o...o(sschemag,, , o {21} pan {£2,1}) o sschemag,,

By inductively applying Theorem 6.2, we prove that schema(z) generates all paths of
schedules rep[o, 7] that are consistent with the sequence z. We get the needed bound on the
length of schema(z) by using an argument similar to Theorem 7.1 and by noting that for
every context, instead of one rule that is changing it, we add |R| extra rules. O

8 Complete set of schemas and optimizations

Our proofs show that the set of schemas is easily computed from the TA: the threshold
guards are syntactic parts of the TA, and enable us to directly construct increasing sequences
of contexts. To find a slice of the TA for a given context, we filter the rules with unlocked
guards, i.e., check whether the context contains the guard. To produce the simple schema of
a looplet, we compute a spanning tree over the slice. To construct simple schemas, we do
a topological sort over the looplets. For example, it takes just 30 s to compute the schemas
in our longest experiment that runs for 4 h. In our tool we have implemented the following
optimizations that lead to simpler and fewer SMT queries.

Entailment optimization We say that a guard ¢ € @™ entails a guard g, € @', if for all
combinations of parameters p € Prc and shared variables g € Nlom, it holds that (g, p) =
@1 — 2. For instance, in our example, ¢3: y > 2t+1)— fentailsgy: y > (¢t +1)— f. If
@1 entails ¢,, then we can omit all monotonically increasing sequences that contain a context
(21se, Tl with @) € £25¢ and @y ¢ 2", If the number of schemas before applying this
optimization is m! and there are k entailments, then the number of schemas reduces from m!
to (m — k)!. A similar optimization is introduced for the guards from @I

Control flow optimization Based on the proof of Lemma 6.1, we introduce the following
optimization for TAs that are directed acyclic graphs (possibly with self loops). We say
that a rule r € R may unlock a guard ¢ € @, if thereisap € Prc and g € Ngm
satisfying: (g, p) = r.¢"%¢ A r.ofl (the rule is unlocked); (g, p) = ¢ (the guard is locked);
(g + r.u, p) = ¢ (the guard is now unlocked).

In our example from Fig. 2, the rule r;: true — x++ may unlock the guard ¢;: x >

[(n+1)/2]1 = f.
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Let ¢ € @€ be a guard, ri, ..., 1}, be the rules that use ¢, and ry, ..., ry be the rules
that may unlock ¢. If r; <ZC’” r}, forl1 <i <kand1 < j < m, then we exclude some

sequences of contexts as follows (we call ¢ forward-unlockable). Let ¥y, ..., ¥, € @rise pe
the guards of 1, . . ., rr. Guard ¢ cannot be unlocked before ¥/, . . . , ¥, and thus we can omit
all sequences of contexts, where ¢ appears in the contexts before ¥y, ..., ¥,. Moreover, as
Y1, ..., ¥, are the only guards of the rules unlocking ¢, we omit the sequences with different
combinations of contexts involving ¢ and the guards from ®"\{p, ¥, ..., ¥,}. Finally,
as therules r{, ..., r,, appear after the rules ry, ..., rg in the order <£§”, the rules r{, ..., ry,
appear after the rules ry, ..., r¢ in a rule sequence of every schema. Thus, we omit the
combinations of the contexts involving ¢ and V1, ..., ¥y,.

Hence, we add all forward-unlockable guards to the initial context (we still check the
guards of the rules in the SMT encoding in Sect. 9). If the number of schemas before applying
this optimization is m! and there are k forward-unlocking guards, then the number of schemas

reduces from m! to (m — k)!. A similar optimization is introduced for the guards from & !,

9 Checking a schema with SMT

We decompose a schema into a sequence of simple schemas, and encode the simple schemas.
Given a simple schema S = {2} r(, ..., r, {§22}, which contains m rules, we construct
an SMT formula such that every model of the formula represents a path from £(S§)—the
language of paths generated by schema S —and for every path in £(S) there is a corresponding
model of the formula. Thus, we need to model a path of m + 1 configurations and m transitions
(whose acceleration factors may be 0).

To represent a configuration o;, for 0 < i < m, we introduce two vectors of SMT variables:

Given the set of local states £ and the set of shared variables I'", a vector ki = (k’i e, kli L\) to
represent the process counters, a vector X' = (x{, ..., xl‘ FI) to represent the shared variables.
We call the pair (k', x*) the layer i, for 1 <i < m.

Based on this we encode schemas, for which the sequence of rules ry, ..., r, is fixed.

We exploit this in two ways: First, we encode for each layer i the constraints of rule r;.
Second, as this constraint may update only two counters—the processes move from and
move to according to the rule—we do not need |L£| counter variables per layer, but only
encode the two counters per layer that have actually changed. As is a common technique in
bounded model checking, the counters that are not changed are “reused” from previous layers
in our encoding. By doing so, we encode the schema rules with |L| + || +m - (2 4+ |[I])
integer variables, 2m equations, and inequalities in linear integer arithmetic that represent
threshold guards that evaluate to true (at most the number of threshold guards times m of
these inequalities).

In the following, we use the notation [k : m] to denote the set {k, ..., m}. In order to reuse
the variables from the previous layers, we introduce a function v : £ x [0 : m] — [0 : m]
that for a layer i € [0 : m] and a local state £ € £, gives the largest number j < i of the
layer, where the counter k; is updated:
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. i, if i =0V £ € {rj.from,r;.to}
v, i) = .
v,i —1), otherwise.

Having defined layers, we encode: the effect of rules on counters and shared variables (in
formulas M and U below), the effect of rules on the configuration (7'), restrictions imposed
by contexts (C), and, finally, the reachability question.

To represent m transitions, for each transition i € [1 : m], we introduce a non-negative
variable 8! for the acceleration factor, and define two formulas: formula M‘( — 1,i) to
express the update of the counter of local state £ € £, and formula U* (i — 1, i) to represent
the update of the shared variable x € I'":

ké = ké’(“*l) + 8, for{ =r;.toandi € [1 :m]
MU —1.0) = {k =,V — 81, fort=r;fromandi € [1:m]
true, otherwise
UG — 1.0 )= xi=x"l4si.u, if u=r;u[j] >0,
0T true, otherwise.

The formula 7 (i — 1, i) collects all constraints by the rule r;:

TG -1,0) = AMG—1i)n /\ UG—1.0).
tel xel’
For a formula ¢, we denote by o[x'] the formula, where each variable x € I” is substituted
with x*. Then, given a context £2 = (£2™¢, Qfally 3 formula C# (i) adds the constraints of
the context £2 on the layer i:

Co) = N olx1n N\ —elXIn A —elx1n A\ eIX]

(pe_(zrise (pe(prise\grise wegfall (pe(pfal]\gfall

Finally, the formula C,(0) A T(0, 1) A--- AT (m — 1,m) A Cg,(m) captures all the
constraints of the schema S = {21} ry, ..., ry {22}, and thus, its models correspond to the
paths of schedules that are generated by S.

Let 7(0) be the formula over the variables of layer i that captures the initial states of
the threshold automaton, and B(i) be a state property over the variables of layer i. Then,
parameterized reachability for the schema S is encoded with the following formula in linear
integer arithmetic:

IO)ACo () ATO, 1) A~ AT(m —1,m) A Cq,(m) A (BQO)V -V B(m)).

10 Experiments

We have extended our tool ByMC (Byzantine Model Checker [2]) with the technique
discussed in this paper. All of our benchmark algorithms were originally published in pseudo-
code, and we model them in a parametric extension of PROMELA, which was discussed
in [27,34].

10.1 Benchmarks

We revisited several asynchronous FTDAs that were evaluated in [33,41]. In addition to these
classic FTDAs, we considered asynchronous (Byzantine) consensus algorithms, namely,
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BOSCO [57], CICS [10], and CFI1S [18], that are designed to work despite partial failure
of the distributed system. In contrast to the conference version of this paper [39], we used
a new version of the benchmarks from [37] that have been slightly updated for liveness
properties. Hence, for some benchmarks, the running times of our tool may vary from [39].
The benchmarks, their source code in parametric of PROMELA, and the code of the threshold
automata are freely available [30].

10.2 Implementation

ByMC supports several tool chains (shown in Fig. 1, p. 3), the first using counter abstraction
(that is, process counters over an abstract domain), and the second using counter systems
with counters over integers:

Data and counter abstractions In this chain, the message counters are first mapped to para-
metric intervals, e.g., counters range over the abstract domain D= {[0, 1), [1,t 4+ 1), [t +
I,n —t),[n —t,00)}. By doing so, we obtain a finite (data) abstraction of each process,
and thus we can represent the system as a counter system: We maintain one counter « [£] per
local state ¢ of a process, as well as the counters for the sent messages. Then, in the counter
abstraction step, every process counter « [£] is mapped to the set of parametric intervals D.
As the abstractions may produce spurious counterexamples, we run them in an abstraction-
refinement loop that incrementally prunes spurious transitions and unfair executions. More
details on the data and counter abstractions and refinement can be found in [33]. In our
experiments, we use two kinds of model checkers as backend:

1. BDD The counter abstraction is checked with nuXmv [11] using Binary Decision Dia-
grams (BDDs). For safety properties, the tool executes the command check_invar.
In our experiments, we used the timeout of 3 days, as there was at least one benchmark
that needed a bit more than a day to complete.

2. BMC The counter abstraction is checked with nuXmv using bounded model check-
ing [6]. To ensure completeness (at the level of counter abstraction), we explore the
computations of the length up to the diameter bounds that were obtained in [41].
To efficiently eliminate shallow spurious counterexamples, we first run the bounded
model checker in the incremental mode up to length of 30. This is done by issuing
the nuXmv command check_1ltlspec_sbmc_inc, which uses the built-in SAT
solver MiniSAT. Then, we run a single-shot SAT problem by issuing the nuXmv com-
mand gen_1ltlspec_sbmc and checking the generated formula with the SAT solver
lingeling [5]. In our experiments, we set the timeout to 1 day.

Reachability for threshold automata In this tool chain, to obtain a threshold automaton, our
tool first applies data abstraction over the domain D to the PROMELA code, which abstracts
the message counters that keep the number of messages received by every process, while
the message counters for the sent messages are kept as integers. More details can be found
in [40]. Having constructed a threshold automaton, we compare two verification approaches:

1. PARA? Bounded model checking with SMT The approach of this article. BYMC enumer-
ates the schemas (as explained in Sect. 4), encodes them in SMT (as explained in Sect. 9)
and checks every schema with the SMT solver z3 [17].
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2. FAST Acceleration of counter automata In this chain, our tool constructs a threshold
automaton and checks the reachability properties with the existing tool FAST [3]. For
comparison with our tool, we run FAST with the MONA plugin that produced the best
results in our experiments.

The challenge in the verification of FTDAs is the immense non-determinism caused
by interleavings, asynchronous message passing, and faults. In our modeling, all these are
reflected in non-deterministic choices in the PROMELA code. To obtain threshold automata,
as required for our technique, our tool constructs a parametric interval data abstraction [33]
that adds to non-determinism.

Comparing to [39], in this paper, we have introduced an optimization to schema checking
that dramatically reduced the running times for some of the benchmarks. In this optimization,
we group schemas in a prefix tree, whose nodes are contexts and edges are simple schemas.
In each node of the prefix tree, our tool checks, whether there are configurations that are
reachable from the initial configurations by following the schemas in the prefix. If there are
no such reachable configurations, we can safely prune the whole suffix and thus prove many
schemas to be unsatisfiable at once.

10.3 Evaluation

Table 1 summarizes the features of threshold automata that are automatically constructed
by ByMC from parametric PROMELA. The number of local states |£| varies from 7 (FRB
and STRB) to hundreds (C1CS and CBC). Our threshold automata are obtained by apply-
ing interval abstraction to PROMELA code, which keeps track of the number of messages
received by each process. Thus, the number |£] is proportional to the number of control
states and |5|k, where D is the domain of parametric intervals (discussed above) and k is the
number of message types. Sometimes, one can manually construct a more efficient threshold
automaton that models the same fault-tolerant distributed algorithm and preserves the same
safety properties. For instance, Fig. 2 shows a manual abstraction of ABA that has only 5
local states, in contrast to 61 local states in the automatic abstraction (cf. Table 1). We leave
open the question of whether one can automatically construct a minimal threshold automaton
with respect to given specifications.

Table 2 summarizes our experiments conducted with the techniques introduced in
Sect. 10.2: BDD, BMC, PARAZ, and FAST. On large problems, our new technique works
significantly better than BDD- and SAT-based model checking. BDD-based model checking
works very well on top of counter abstraction. Importantly, our new technique does not use
abstraction refinement. In comparison to our earlier experiments [39], we verified safety of
a larger set of benchmarks with nuXmv. We believe that this is due to the improvements
in nuXmv and, probably, slight modifications of the benchmarks from [37].

NBAC and NBACC are challenging as the model checker produces many spurious coun-
terexamples, which are an artifact of counter abstraction losing or adding processes. When
using SAT-based model checking, the individual calls to nuXmv are fast, but the abstraction-
refinement loop times out, due to a large number of refinements (about 500). BDD-based
model checking times out when looking for a counterexample. Our new technique, preserves
the number of proceses, and thus, there are no spurious counterexamples of this kind. In
comparison to the general-purpose acceleration tool FAST, our tool uses less memory and is
faster on the benchmarks where FAST is successful.

As predicted by the distributed algorithms literature, our tool finds counterexamples, when
we relax the resilience condition. In contrast to counter abstraction, our new technique gives
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Table1 Thebenchmarks used inour experiments. Some benchmarks, e.g., ABA, require us to consider several
cases on the parameters, which are mentioned in the column “Case”. The meaning of the other columns is as
follows: |£] is the number of local states in TA, |R]| is the number of rules in TA, |®"5¢| and |@ | is the
number of (R)- and (F)-guards respectively. Finally, |S| is the number of enumerated schemas, and Bound is
the theoretical upper bound on |S]|, as given in Theorem 4.2

# Input Case Threshold Automaton Schemas

FTDA (if more than one) 12| IR |prise| |pfall| |S| Theor. Bound
1 FRB — 7 10 1 0 1 1
2 STRB — 7 15 3 0 4 6
3 NBACC — 78 1356 0 0 1 1
4 NBAC — 77 988 6 0 448 720
5 NBACG — 24 44 4 0 14 24
6 CF1S f=0 41 266 4 0 14 24
7 CF1S f=1 41 266 4 1 60 120
8 CF1S f>1 68 672 6 1 3429 5040
9 cics =0 101 1254 8 0 70 4. 104
10 ci1cs f=1 70 629 6 1 140 5040
11 cics f>1 101 1298 8 1 630 3.6-10°
12 BOSCO (253 1=n—1 28 126 6 0 20 720
13  BOSCO (53 41> n—t 40 204 8 0 70 4.104
14  BOSCO (253 1 <n—1 32 158 6 0 20 720
15 BOSCO n>5Af=0 82 1292 12 0 924 48108
16  BOSCO n>T 90 1656 12 0 924 4.8-108
17 ABA B =2t 41 37 180 6 0 448 720
18 ABA LA 2t 41 61 392 8 0 2100 4.104
19 CBC 2l <n—tAf=0 164 1996 22 12 2 291038
20 CBC Zl=n—tAf=0 73 442 17 12 2 8.8 1030
21 CBC 2l <n—tAf>0 304 6799 27 12 5 2. 10%
22  CBC Zl=n—tAf>0 161 2040 22 12 5 29.1038

us concrete values of the parameters and shows how many processes move at each step of
the counterexample.

Our new method uses integer counters and thus does not introduce spurious behavior due
to counter abstraction, but still has spurious behavior due to data abstraction on complex
FTDAs such as BOSCO, C1CS, and NBAC. In these cases, we manually refine the interval
domain by adding new symbolic interval borders, see [33]. We believe that these intervals
can be obtained directly from threshold automata, and no refinement is necessary. We leave
this question to future work.

Sets of schemas and time to check a single schema On one hand, Theorem 4.2 gives us a
theoretical bound on the number of schemas to be explored. On the other hand, optimizations
discussed in Sect. 8 introduce many ways of reducing the number of schemas. Two columns
in Table 1 compare the theoretical bound and the practical number of schemas: the column
“Theoretical bound” shows the bound of (|®"5¢| 4- |@fl|)!, while the column |S| shows the
actual number of schemas. (For reachability, we are merging the schemas with the prefix
tree, and thus the actual number of explored schemas is even smaller.) As one can see, the
theoretical bound is quite pessimistic, and is only useful to show completeness of the set of
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Table 2 Summary of our experiments on AMD Opteron® 6272, 32 cores, 192 GB. The symbols are: “®” for

timeout (72 h. for BDD and 24 h. otherwise); “3”’ for memory overrun of 32 GB; “/A\” for BDD nodes overrun;

“C)” for timeout in the refinement loop (72 h. for BDD and 24 h. otherwise); “®” for spurious counterexamples
due to counter abstraction

Input Time, seconds Memory, GB
# FTDA PARAZ FAST BMC BDD PARAZ FAST BMC BDD
1 FRB 1 1 1 1 0.1 0.1 0.1 0.1
2 STRB 1 1 3 2 0.1 0.1 0.1 0.1
3 NBACC 13 é o C) 0.1 é o o
4 NBAC 88 é O O 0.1 é O O
5 NBACG 1 A ® @) 0.1 A @ O
6 CF1S 6 2227 723 122 0.1 10.7 L5 0.2
7 CF1S 11 6510 2235 2643 0.1 22.1 2.0 0.4
8 CF1s 263 A ] 40451 0.3 A C] 1.9
9 cics 45 é é 10071 0.1 é é 25
10 cics 21 é 94962 87141 0.1 é 93
11 cics 171 é é o 03 é é o
12 BOSCO 3 A 17892 294 0.1 A 1.4 0.2
13 BOSCO 17 A @) @ 0.1 A O @
14 BOSCO 5 A 2424 4 0.1 A 1.9 0.1
15 BOSCO 1013 é ® 405 0.2 é ® 0.7
16 BOSCO 1459 A ® 847 0.4 A ® 1.3
17 ABA 16 767 ® 11 0.1 3.5 ® 0.1
18 ABA 294 5757 ® 41 0.3 124 ® 0.2
19 CBC 128 é é é 0.6 é é é
20 CBC 9 A 2671 41873 0.1 A 2.8 9.9
21 CBC 3351 3304 é é 19.3 0.1 é é
2 cBC 215 A é é 40 A é é

schemas. The much smaller numbers for the fault-tolerant distributed algorithms are due to
a natural order on guards, e.g., as x > ¢ + 1 becomes true earlier than x > n — ¢ under the
resilience conditionn > 3¢. The drastic reduction in the case of CBC is due to the control flow
optimization discussed in Sect. 8 and the fact that basically all guards are forward-unlocking.

When doing experiments, we noticed that the only kinds of guards that cannot be treated
by our optimizations and blow up the number of schemas are the guards that use independent
shared variables. For instance, consider the guards xo > n — ¢ and x; > n — ¢ that are
counting the number of 0’s and 1’s sent by the correct processes. Even though they are
mutually exlusive under the resilience condition n > 3¢, our tool has to explore all possible
orderings of these guards. We are not aware of a reduction that would prevent our method
from exploding in the number of schemas for this example.

Since the schemas can be checked independently, one can check them in parallel. Figure 9
shows a distribution of schemas along with the time needed to check an individual schema.
There are only a few divergent schemas that required more than 7 s to get checked, while the
large portion of schemas require 1-3 s. Hence, a parallel implementation of the tool should
verify the algorithms significantly faster. We leave such a parallel extension for future work.
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Number of schemas that require [T, T+1) seconds to be checked (log10)
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Fig. 9 The times required to check individual schemas and the distribution of schemas over these times (the
value O refers to the running times of less than a second). The benchmarks containing the schemas that are
verified in (a) T > 8sec. and (b) T > 18sec. are: (a) C1CS, CBC, CF1S, and (b) CBC and CF1S

11 Discussions and related work

We introduced a method to efficiently check reachability properties of FTDAs in a parame-
terized way. If n > 7t as for BOSCO, even the simplest interesting case with ¢ = 2 leads to
a system size that is out of range of explicit state model checking. Hence, FTDAs force us
to develop parameterized verification methods.

The problem we consider is concerned with parameterized model checking, for which
many interesting results exist [14,15,21-23,35]; cf. [7] for a survey. However, the FTDAs
considered by us run under the different assumptions.

From a methodological viewpoint, our approach combines techniques from several areas
including compact programs [49], counter abstraction [4,55], completeness thresholds for
bounded model checking [6,16,42], partial order reduction [8,28,53,59], and Lipton’s
movers [48]. Regarding counter automata, our result entails flattability [46] of every counter
system of threshold automata: a complete set of schemas immediately gives us a flat counter
automaton. Hence, the acceleration-based semi-algorithms [3,46] should in principle termi-
nate on the systems of TAs, though it did not always happen in our experiments. Similar to our
SMT queries based on schemas, the inductive data flow graphs iDFG introduced in [24] are a
succinct representations of schedules (they call them traces) for systems where the number of
processes (or threads) is fixed. The work presented in [25] then considers parameterized ver-
ification. Further, our execution schemas are inspired by a general notion of semi-linear path
schemas SLPS [45,46]. We construct a small complete set of schemas and thus a provably
small SLPS. Besides, we distinguish counter systems and counter abstraction: the former
counts processes as integers, while the latter uses counters over a finite abstract domain, e.g.,
{0, 1, many} [55].

Many distributed algorithms can be represented with I/O Automata [50] or TLA+ [44]. In
these frameworks, correctness is typically shown with a proof assistant, while model checking
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is used as a debugger on small instances. Parameterized model checking is not a concern
there, except one notable result [32].

The results presented in this article can be used to check reachability properties of FTDAs.
We can thus establish safety of FTDAs. However, for fault-tolerant distributed algorithms
liveness is as important as safety: The seminal impossibility result by Fischer, Lynch, and
Paterson [26] states that a fault-tolerant consensus algorithm cannot ensure both safety and
liveness in asynchronous systems. In recent work [37] we also considered liveness verifica-
tion, or more precisely, verification of temporal logic specification with the G and F temporal
operators. In [37], we use the results of this article as a black box and show that combinations
of schemas can be used to generate counterexamples to liveness properties, and that we can
verify both safety and liveness by complete SMT-based bounded model checking.
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A Short Counterexample Property for Safety and Liveness
Verification of Fault-Tolerant Distributed Algorithms
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Abstract

Distributed algorithms have many mission-critical applications
ranging from embedded systems and replicated databases to cloud
computing. Due to asynchronous communication, process faults, or
network failures, these algorithms are difficult to design and verify.
Many algorithms achieve fault tolerance by using threshold guards
that, for instance, ensure that a process waits until it has received
an acknowledgment from a majority of its peers. Consequently,
domain-specific languages for fault-tolerant distributed systems
offer language support for threshold guards.

We introduce an automated method for model checking of safety
and liveness of threshold-guarded distributed algorithms in systems
where the number of processes and the fraction of faulty processes
are parameters. Our method is based on a short counterexample
property: if a distributed algorithm violates a temporal specification
(in a fragment of LTL), then there is a counterexample whose
length is bounded and independent of the parameters. We prove
this property by (i) characterizing executions depending on the
structure of the temporal formula, and (ii) using commutativity of
transitions to accelerate and shorten executions. We extended the
ByMC toolset (Byzantine Model Checker) with our technique, and
verified liveness and safety of 10 prominent fault-tolerant distributed
algorithms, most of which were out of reach for existing techniques.

Categories and Subject Descriptors F.3.1 [Logic and Meanings
of Programs]: Specifying and Verifying and Reasoning about Pro-
grams; D.4.5 [Software]: Operating systems: Fault-tolerance, Veri-
fication
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1. Introduction

Distributed algorithms have many applications in avionic and
automotive embedded systems, computer networks, and the internet
of things. The central idea is to achieve dependability by replication,
and to ensure that all correct replicas behave as one, even if
some of the replicas fail. In this way, the correct operation of the
system is more reliable than the correct operation of its parts. Fault-
tolerant algorithms typically have been used in applications where
highest reliability is required because human life is at risk (e.g.,
automotive or avionic industries), and even unlikely failures of
the system are not acceptable. In contrast, in more mainstream
applications like replicated databases, human intervention to restart
the system from a checkpoint was often considered to be acceptable,
so that expensive fault tolerance mechanisms were not used in
conventional applications. However, new application domains such
as cloud computing provide a new motivation to study fault-tolerant
algorithms: with the huge number of computers involved, faults
are the norm [53] rather than an exception, so that fault tolerance
becomes an economic necessity; and so does the correctness of
fault tolerance mechanisms. Hence, design, implementation, and
verification of distributed systems constitutes an active research
area [7, 23, 41, 42, 48, 57, 67]. Although distributed algorithms
show complex behavior, and are difficult to understand for human
engineers, there is only very limited tool support to catch logical
errors in fault-tolerant distributed algorithms at design time.

The state of the art in the design of fault-tolerant systems is exem-
plified by the recent work on Paxos-like distributed algorithms like
Raft [54] or M2PAXOS [57]. The designers encode these algorithms
in TLA+ [65], and use the TLC model checker to automatically find
bugs in small instances, i.e., in distributed systems containing, e.g.,
three processes. Large distributed systems (e.g., clouds) need guar-
antees for all numbers of processes. These guarantees are typically
given using hand-written mathematical proofs. In principle, these
proofs could be encoded and machine-checked using the TLAPS
proof system [16], PVS [49], Isabelle [15], Coq [48], Nuprl [60],
or similar systems; but this requires human expertise in the proof
checkers and in the application domain, and a lot of effort.

Ensuring correctness of the implementation is an open challenge:
As the implementations are done by hand [54, 57], the connection be-
tween the specification and the implementation is informal, such that
there is no formal argument about the correctness of the implemen-
tation. To address the discrepancy between design, implementation,
and verification, Drigoi et al. [23] introduced a domain-specific
language PSync which is used for two purposes: (i) it compiles
into running code, and (ii) it is used for verification. Their verifica-
tion approach [24], requires a developer to provide invariants, and
similar verification conditions. While this approach requires less
human intervention than writing machine-checkable proofs, com-
ing up with invariants of distributed systems requires considerable
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case class EchoMsg extends Message

1

2

3 class ReliableBroadcastOnce

4 extends DSLProtocol {

5 val n = ALL.size // nr. processes
6 val t = ALL.size / 3 — 1 // max. faults

7 var accept: Boolean = False

8

s UPON RECEIVING START WITH v DO {

10 IF v —= 1 THEN // check the initial value

1 SEND EchoMsg TO ALL

b
13 UPON RECEIVING EchoMsg TIMES t + 1 DO {
14 SEND EchoMsg TO ALL // >= 1 correct

b
16 UPON RECEIVING EchoMsg TIMES n — t DO {
17 accept = True // almost all correct

18 }
v}

Figure 1. Code example of a distributed algorithm in DISTAL [7].
A distributed system consists of n processes, at most ¢ < n/3 of
which are Byzantine faulty. The correct ones execute the code, and
no assumptions is made about the faulty processes.

human ingenuity. The Mace [41] framework is based on a similar
idea, and is an extension to C++. While being fully automatic, their
approach to correctness is light-weight in that it uses a tool that
explores random walks to find (not necessarily all) bugs, rather than
actually verifying systems.

In this paper we focus on automatic verification methods for
programming constructs that are typical for fault-tolerant distributed
algorithms. Figure 1 is an example of a distributed algorithm in
the domain-specific language DISTAL [7]. It encodes the core
of the reliable broadcast protocol from [64], which is used as
building block of many fault-tolerant distributed systems. Line 13
and Line 16 use so-called “threshold guards” that check whether
a given number of messages from distinct senders arrived at the
receiver. As threshold guards are the central algorithmic idea for
fault tolerance, domain-specific languages such as DISTAL or PSync
have constructs for them (see [23] for an overview of domain-
specific languages and formalization frameworks for distributed
systems). For instance, the code in Figure 1 works for systems with
n processes among which ¢ can fail, with ¢ < n/3 as required
for Byzantine fault tolerance [56]. In such systems, waiting for
messages from n — ¢ processes ensures that if all correct processes
send messages, then faulty processes cannot prevent progress.
Similarly, waiting for ¢ + 1 messages ensures that at least one
message was sent by a correct process. Konnov et al. [42] introduced
an automatic method to verify safety of algorithms with threshold
guards. Their method is parameterized in that it verifies distributed
algorithms for all values of parameters (n and t) that satisfy a
resilience condition (¢ < n/3). This work bares similarities to the
classic work on reduction for parallel programs by Lipton [50].
Lipton proves statements like “all P operations on a semaphore are
left movers with respect to operations on other processes.” He proves
that given a run that ends in a given state, the same state is reached
by the run in which the P operation has been moved. Konnov et
al. [42] do a similar analysis for threshold-guarded operations, in
which they analyze the relation between statements from Figure 1
like “send EchoMsg” and “UPON RECEIVING EchoMsg TIMES
t + 1”in order to determine which statements are movable. From
this, they develop an offline partial order reduction that together
with acceleration [6, 44] reduced reachability checking to complete
bounded model checking using SMT. In this way, they automatically
check safety of fault-tolerant algorithms.
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However, for fault-tolerant distributed algorithms liveness is as
important as safety: This comes from the celebrated impossibility
result by Fischer, Lynch, and Paterson [32] that states that a fault-
tolerant consensus algorithm cannot ensure both safety and liveness
in asynchronous systems. It is folklore that designing a safe fault-
tolerant distributed algorithm is trivial: just do nothing; e.g., by never
committing transactions, one cannot commit them in inconsistent
order. Hence, a technique that verifies only safety may establish
the “correctness” of a distributed algorithm that never does anything
useful. To achieve trust in correctness of a distributed algorithm, we
need tools that verify both safety and liveness.

As exemplified by [31], liveness verification of parameterized
distributed and concurrent systems is still a research challenge.
Classic work on parameterized model checking by German and
Sistla [35] has several restrictions on the specifications (Vi. ¢(4)) and
the computational model (rendezvous), which are incompatible with
fault-tolerant distributed algorithms. In fact, none of the approaches
(e.g., [18, 26, 27, 59]) surveyed in [9] apply to the algorithms we
consider. More generally, in the parameterized case, going from
safety to liveness is not straightforward. There are systems where
safety is decidable and liveness is not [28].

Contributions. We generalize the approach by Konnov et al. [42,
44] to liveness by presenting a framework and a model checking
tool that takes as input a description of a distributed algorithm (in
our variant [36] of Promela [39]) and specifications in a fragment
of linear temporal logic. It then shows correctness for all parameter
values (e.g., n and t) that satisfy the required resilience condition
(e.g., t < n/3), or reports a counterexample:

1. As in the classic result by Vardi and Wolper [66], we observe
that it is sufficient to search for counterexamples that have the
form of a lasso, i.e., after a finite prefix an infinite loop is entered.
Based on this, we analyze specifications automatically, in order
to enumerate possible shapes of lassos depending on temporal
operators F and G and evaluations of threshold guards.

2. We automatically do offline partial order reduction using the
algorithm’s description. For this, we introduce a more refined
mover analysis for threshold guards and temporal properties. We
extend Lipton’s reduction method [50] (re-used and extended
by many others [19, 22, 25, 34, 44, 47]), so that we maintain
invariants, which allows us to go beyond reachability and verify
specifications with the temporal operators F and G .

3. By combining acceleration [6, 44] with Points 1 and 2, we obtain
a short counterexample property, that is, that infinite executions
(which may potentially be counterexamples) have “equivalent”
representatives of bounded length. The bound depends on the
process code and is independent of the parameters. The equiva-
lence is understood in terms of temporal logic specifications that
are satisfied by the original executions and the representatives,
respectively. We show that the length of the representatives in-
creases mildly compared to reachability checking in [42]. This
implies a so-called completeness threshold [46] for threshold-
based algorithms and our fragment of LTL.

4. Consequently, we only have to check a reasonable number of
SMT queries that encode parameterized and bounded-length
representatives of executions. We show that if the parameterized
system violates a temporal property, then SMT reports a coun-
terexample for one of the queries. We prove that otherwise the
specification holds for all system sizes.

5. Our theoretical results and our implementation push the bound-
ary of liveness verification for fault-tolerant distributed algo-
rithms. While prior results [40] scale just to two out of ten
benchmarks from [42], we verified safety and liveness of all ten.
These benchmarks originate from distributed algorithms [11, 12,
14, 21, 37, 52, 61, 63, 64] that constitute the core of important
services such as replicated state machines.
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Figure 2. The threshold automaton corresponding to Figure 1 with
yi:x > (t+1)— fand y2: z > (n —t) — f over parameters
n, t,and f, representing the number of processes, the upper bound
on the faulty processes (used in the code), and the actual number
of faulty processes. The negative number — f in the threshold is
used to model the environment, and captures that at most f of the
received messages may have been sent by faulty processes.

From a theoretical viewpoint, we introduce new concepts and
conduct extensive proofs (the proofs can be found in [43]) for
Points 1 and 2. From a practical viewpoint, we have built a com-
plete framework for model checking of fault-tolerant distributed
algorithms that use threshold guards, which constitute the central
programming paradigm for dependable distributed systems.

2. Representation of Distributed Algorithms
2.1 Threshold Automata

As internal representation in our tool, and in the theoretical work
of this paper, we use threshold automata (TA) defined in [44]. The
TA that corresponds to the DISTAL code from Figure 1 is given in
Figure 2. The threshold automaton represents the local control flow
of a single process, where arrows represent local transitions that are
labeled with ¢ +— act: Expression ¢ is a threshold guard and the
action act may increment a shared variable.

Example 2.1. The TA from Figure 2 is quite similar to the code
in Figure 1: if START is called with v = 1 this corresponds to the
initial local state ¢1, while otherwise a process starts in £g. Initially
a process has not sent any messages. The local state ¢ in Figure 2
captures that the process has sent EchoMsg and accept evaluates
to false, while ¢3 captures that the process has sent EchoMsg
and accept evaluates to true. The syntax of Figure 1, although
checking how many messages of some type are received, hides
bookkeeping details and the environment, e.g., message buffers. For
our verification technique, we need to make such issues explicit:
The shared variable z stores the number of correct processes that
have sent EchoMsg. Incrementing x models that EchoMsg is sent
when the transition is taken. Then, execution of Line 9 corresponds
to the transition 1. Executing Line 13 is captured by r2: the check
whether ¢t 4+ 1 messages are received is captured by the fact that
has the guard 1, that is, z > (¢t + 1) — f. Intuitively, this guard
checks whether sufficiently many processes have sent EchoMsg (i.e.,
increased x), and takes into account that at most f messages may
have been sent by faulty processes. Namely, if we observe the guard
in the equivalent form =+ f > ¢+ 1, then we notice that it evaluates
to true when the total number of received EchoMsg messages from
correct processes (x) and potentially received messages from faulty
processes (at most f), is at least ¢ + 1, which corresponds to the
guard of Line 13. Transition r4 corresponds to Line 16, r3 captures
that Line 9 and Line 16 are performed in one protocol step, and 75
captures Line 13 and Line 16. q

While the example shows that the code in a domain-specific
language and a TA are quite close, it should be noted that in reality,
things are slightly more involved. For instance, the DISTAL runtime
takes care of the bookkeeping of sent and received messages (waiting
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queues at different network layers, buffers, etc.), and just triggers
the high-level protocol when a threshold guard evaluates to true.
This typically requires counting the number of received messages.
While these local counters are present in the implementation, they
are abstracted in the TA. For the purpose of this paper we do not
need to get into the details. Discussions on data abstraction and
automated generation of TAs from code similar to DISTAL can be
found in [45].

We recall the necessary definitions introduced in [44]. A thresh-
old automaton is a tuple TA = (£, Z,T",II, R, RC) whose compo-
nents are defined as follows: The local states and the initial states
are in the finite sets £ and Z C L, respectively. For simplicity, we
identify local states with natural numbers, i.e., £ = {1,...,|L]|}.
Shared variables and parameter variables range over Ny and are
in the finte sets I' and II, respectively. The resilience condition RC
is a formula over parameter variables in linear integer arithmetic,
and the admissible parameters are Prc = {p € N‘OH‘ :p = RC}.
After an example for resilience conditions, we will conclude the
definition of a threshold automaton by defining R as the finite set
of rules.

Example 2.2. The admissible parameters and resilience conditions
are motivated by fault-tolerant distributed algorithms: Let n be the
number of processes, ¢ be the assumed number of faulty processes,
and in a run, f be the actual number of faults. For these parameters,
the famous result by Pease, Shostak and Lamport [56] states that
agreement can be solved iff the resilience condition n > 3t At >
f > 0is satisfied. Given such constraints, the set P rc is infinite,
and in Section 2.2 we will see that this results in an infinite state
system. <

A rule is a tuple (from, to, =, p~,u), where from and to are
from £, and capture from which local state to which a process
moves via that rule. A rule can only be executed if ¢= and ¢~
are true; both are conjunction of guards. Each guard consists of a
shared variable = € T', coefficients ao, . . ., arr| € Z, and parameter
,pim| € Il sothat z > ag+ Eg‘l a; - p; is a lower
guard and x < ag+ ZLE‘l a; - p; is an upper guard. Then, ¢ and
! are the sets of lower and upper guards.! Rules may increase
shared variables using an update vector u € Nl)r‘ that is added to
the vector of shared variables. Finally, R is the finite set of rules.

variables p1, . ..

Example 2.3. A rule corresponds to an edge in Figure 2. The pair
(from, to) encodes the edge while (o=, ©~,u) encodes the edge
label. For example, rule 72 would be ({q, £2,71, T,1). Thus, a rule
corresponds to a (guarded) statement from Figure 1 (or combined
statements as discussed in Example 2.1). N

The above definition of TAs is quite general. It allows loops,
increase of shared variables in loops, etc. As has been observed
in [44], if one does not restrict increases on shared variables, the
resulting systems may produce runs that visit infinitely many states,
and there is little hope for a complete verification method. Hence,
Konnov et al. [42] analyzed the TAs of the benchmarks [11, 12,
14, 21, 37, 52, 61, 63, 64]: They observed that some states have
self-loops (corresponding to busy-waiting for messages to arrive)
and in the case of failure detector based algorithms [61] there are
loops that consist of at most two rules. None of the rules in loops
increase shared variables. In our theory, we allow more general TAs
than actually found in the benchmarks. In more detail, we make the
following assumption:

I Compared to [42], we use the more intuitive notation of rise gpd pfall,
lower guards can only change from false to true (rising), while upper guards
can only change from true to false (falling); cf. Proposition 5.1.
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Threshold automata for fault-tolerant distributed algorithms.
As in [44], we assume that if a rule 7 is in a loop, then r.u = 0. In
addition, we use the restriction that all the cycles of a TA are simple,
i.e., between any two locations in a cycle there exists exactly one
node-disjoint directed path (nodes in cycles may have self-loops).
We conjecture that this restriction can be relaxed as in [42], but this
is orthogonal to our work.

Example 2.4. In the TA from Figure 2 we use the shared variable =
as the number of correct processes that have sent a message. One
easily observes that the rules that update x do not belong to loops.
Indeed, all the benchmarks [11, 12, 14, 21, 37, 52, 61, 63, 64] share
this structure. This is because at the algorithmic level, all these
algorithms are based on the reliable communication assumption
(no message loss and no spurious message generation/duplication),
and not much is gained by resending the same message. In these
algorithms a process checks whether sufficiently many processes
(e.g., a majority) have sent a message to signal that they are in some
specific local state. Consequently, a receiver would ignore duplicate
messages from the same sender. In our analysis we exploit this
characteristic of distributed algorithms with threshold guards, and
make the corresponding assumption that processes do not send (i.e.,
increase ) from within a loop. Similarly, as a process cannot make
the sending of a message undone, we assume that shared variables
are never decreased. So, while we need these assumptions to derive
our results, they are justified by our application domain. N

2.2 Counter Systems

A threshold automaton models a single process. Now the question
arises how we define the composition of multiple processes that will
result in a distributed system. Classically, this is done by parallel
composition and interleaving semantics: A state of a distributed
system that consists of n processes is modeled as n-dimensional
vector of local states. The transition to a successor state is then
defined by non-deterministically picking a process, say ¢, and chang-
ing the ¢th component of the n-dimensional vector according to the
local transition relation of the process. However, for our domain
of threshold-guarded algorithms, we do not care about the precise
n-dimensional vector so that we use a more efficient encoding: It is
well-known that the system state of specific distributed or concur-
rent systems can be represented as a counter system [2, 44, 51, 59]:
instead of recording for some local state ¢, which processes are in /,
we are only interested in how many processes are in £. In this way,
we can efficiently encode transition systems in SMT with linear
integer arithmetics. Therefore, we formalize the semantics of the
threshold automata by counter systems.

Fix a threshold automaton TA, a function (expressible as linear
combination of parameters) N: Prc — Np that determines the
number of modeled processes, and admissible parameter values p €
P rc. A counter system Sys(TA) is defined as a transition system
(X,1, R), with configurations ¥ and I and transition relation R
defined below.

Definition 2.5. A configuration o = (K, g, p) consists of a vector
of counter values 0.k € N(‘fl, a vector of shared variable values
0.g € N‘Fl, and a vector of parameter values o.p = p. The
set 3 contains all configurations. The initial configurations are
in set I, and each initial configuration o satisfies 0.g = 0,
Yier o-kli] = N(p), and 3, o.k[i] = 0.

Example 2.6. The safety property from Example 2.2, refers to an
initial configuration that satisfies resilience condition n > 3t At >
f>0,eg,4>3-1A1>0 > 0suchthato.p = (4,1,0). In our
encodings we typically have N is the function (n,t, f) — n — f.
Further, 0.k[lg] = N(p) = n— f = 4 and 0.k[¢;] = 0, for
L; € L\ {fo}, and the shared variable 0.g = 0. <
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A transition is a pair ¢ (rule, factor) of a rule and a
non-negative integer called the acceleration factor. For t =
(rule, factor) we write t.u for rule.u, etc. A transition ¢ is unlocked
ino ifVk € {0,...,t.factor — 1}. (0.k,0.g + k - t.u,0.p) =
t.= At.”. A transition t is applicable (or enabled) in o, if it is
unlocked, and o.k[t.from] > t.factor, or t.factor = 0.

Example 2.7. This notion of applicability contains acceleration
and is central for our approach. Intuitively, the value of the factor
corresponds to how many times the rule is executed by different
processes. In this way, we can subsume steps by an arbitrary
number of processes into one transition. Consider Figure 2. If for
some k, k processes are in location /1, then in classic modeling it
takes k transitions to move these processes one-by-one to ¢2. With
acceleration, however, these k processes can be moved to /2 in
one step, independently of k. In this way, the bounds we compute
will be independent of the parameter values. However, assuming x
to be a shared variable and f being a parameter that captures the
number of faults, our (crash-tolerant) benchmarks include rules like
“x < f +— x+” for local transition to a special “crashed” state.
The above definition ensures that at most f — x of these transitions
are accelerated into one transition (whose factor thus is at most
f — ). This precise treatment of threshold guards is crucial for
fault-tolerant distributed algorithms. The central contribution of this
paper is to show how acceleration can be used to shorten schedules
while maintaining specific temporal logic properties. N

Definition 2.8. The configuration o' is the result of applying the

enabled transition t to o, if

1. 0'.g = 0.g + t.factor - t.u

2.0).p=o.p

3. ift.from # t.to then o’ .k[t.from] = o.k[t.from] — t.factor,
o' .k[t.to] = o.kl[t.to] + t.factor, and
Ve e L\ {t.from,t.to}. o’ .Kk[l] = o.k[L].

4. ift.from = t.to then o’ .k = 0.K.

In this case we use the notation o’ = t(o).

Example 2.9. Let us again consider Figure 2 withn = 4,t = 1,
and f = 1. We consider the initial configuration where o.k[¢1] =
n—f = 3and o.klf;] = 0, for &; € L\ {lo}. The guard
of rule r5, v2: & > (n —t) — f 2, initially evaluates to
false because z = 0. The guard of rule r; is true, so that any
transition (71, factor) is unlocked. As 0.k [¢1] = 3, all transitions
(r1, factor), for 0 < factor < 3 are applicable. If the transition
(r1, 2) is applied to the initial configuration, we obtain that z = 2 so
that, after the application, - evaluates to true. Then 5 is unlocked
and the transitions (rs, 1) and (75, 0) are applicable as 0.k [¢1] = 1.
Since 2 checks for greater or equal, once it becomes true it remains
true. Such monotonic behavior is given for all guards, as has already
been observed in [44, Proposition 7], and is a crucial property. <

The transition relation R is defined as follows: Transition (o, o)
belongs to R iff there is a rule » € R and a factor & € No such that
o' = t(o) fort = (r, k). A schedule is a sequence of transitions. For
a schedule 7 and an index ¢ : 1 < ¢ < |7|, by 7[i] we denote the ith
transition of 7, and by 7* we denote the prefix 7[1], ..., 7[i] of 7. A
schedule 7 = t1, ..., t,, is applicable to configuration oy, if there
is a sequence of configurations o1, ...,0m With o; = t;(05-1)
for 1 < ¢ < m. A schedule t1,...,t, where t;.factor = 1 for
0 < i < mis called conventional. If there is a t;.factor > 1, then
a schedule is accelerated. By T - 7' we denote the concatenation of
two schedules 7 and 7.

We will reason about schedules in Section 6 for our mover
analysis, which is naturally expressed by swapping neighboring
transitions in a schedule. To reason about temporal logic properties,
we need to reason about the configurations that are “visited” by a
schedule. For that we now introduce paths.
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A finite or infinite sequence 0o, t1,01,...,tk—1,0k—1,tk,- - -
of alternating configurations and transitions is called a path, if for
every transition ¢;, ¢ € N, in the sequence, holds that ¢; is en-
abled in o;—1, and 0; = t;(0;—1). For a configuration oo and
a finite schedule 7 applicable to oo, by path(oo, ™) we denote
oo,t1,01,..., t‘7.|,0‘7‘ with o; = ti(O'ifl), forl <i< |T| Sim-
ilarly, if 7 is an infinite schedule applicable to oo, then path(oo, 7)
represents an infinite sequence oo, t1,01,...,tk—1,0k—1,tk, ...
where o; = t;(0i—1), forall s > 0.

The evaluation of the threshold guards solely defines whether
certain rules are unlocked. As was discussed in Example 2.9, along
a path, the evaluations of guards are monotonic. The set of upper
guards that evaluate to false and lower guards that evaluate to true —
called the context — changes only finitely many times. A schedule
can thus be understood as an alternating sequence of schedules
without context change, and context-changing transitions. We will
recall the definitions of context etc. from [42] in Section 5. We
say that a schedule 7 is steady for a configuration o, if every
configuration of path(c, 7) has the same context.

Due to the resilience conditions and admissible parameters,
our counter systems are in general infinite state. The following
proposition establishes an important property for verification.

Proposition 2.10. Every (finite or infinite) path visits finitely many
configurations.

Proof. By Definition 2.8(3), if a transition ¢ is applied to a configu-
ration o, then the sum of the counters remains unchanged, that is,
> eer 0Kl =D, t(o).k[f]. By repeating this argument, the
sum of the counters remains stable in a path. By Definition 2.8(2)
the parameter values also remain stable in a path.

By Definition 2.8(1), it remains to show that in each path
eventually the shared variable g stop increasing. Let us fix a rule
r = (from, to, =, p~,u) that increases g. By the definition of a
transition, applying some transition (r, factor) decreases k[r.from)|
by factor. As by assumption on TAs, r is not in a cycle, k[r. from] is
increased only finitely often, namely, at most N (p) times. As there
are only finitely many rules in a TA, the proposition follows. [

3. Verification Problems: Parameterized
Reachability vs. Safety & Liveness.

In this section we will discuss the verification problems for fault-
tolerant distributed algorithms. A central challenge is to handle
resilience conditions precisely.

Example 3.1. The safety property (unforgeability) of [64] ex-
pressed in terms of Figure 2 means that no process should ever
enter /3 if initially all processes are in o, given thatn > 3t At >
f > 0. We can express this in the counter system: under the re-
silience condition n > 3t At > f > 0, given an initial con-
figuration o, with o.k[lg] = n — f, to verify safety, we have to
establish the absence of a schedule 7 that satisfies o' = 7(o) and
o’ .k[ls] > 0.

In order to be able to answer this question, we have to deal with
these resilience conditions precisely: Observe that ¢3 is unreachable,
as all outgoing transitions from £y contain guards that evaluate to
false initially, and since all processes are in £y no process ever
increases x. A slight modification of ¢ > ftot+ 1 > f in the
resilience condition changes the result, i.e., one fault too many
breaks the system. For example, if n = 4,¢ = 1, and f = 2, then the
new resilience condition holds, but as the guard v1 : x > (t+1)— f
is now initially true, then one correct process can fire the rule ro
and increase . Now when z = 1, the guard vz : . > (n — t) — f
becomes true, so that the process can fire the rule 74 and reach the
state /3. This tells us that unforgeability is not satisfied in the system
where the resilience conditionisn > 3t At+ 1> f > 0. N
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Y u=pform |Gy |Fy [ Av
pform ::= cform | gform V cform
cform = \/ K[ #£0 | /\ K[l] = 0| ¢cform A cform
L€ Locs L€ Locs
gform ::= guard | =gform | gform A gform

Table 1. The syntax of ELTLgr-formulas: pform defines proposi-
tional formulas, and ¢ defines temporal formulas. We assume that
Locs C L and guard € ®™s¢ U o,

This is the verification question studied in [42], which can be
formalized as follows:

Definition 3.2 (Parameterized reachability). Given a threshold
automaton TA and a Boolean formula B over {k[i] =0 | i € L},
check whether there are parameter values p € P rc, an initial
configuration oo € I with oo.p = p and a finite schedule T
applicable to oo such that T(co) = B.

As shown in [42], if such a schedule exists, then there is also a
schedule of bounded length. In this paper, we do not limit ourselves
to reachability, but consider specifications of counterexamples to
safety and liveness of FTDAs from the literature. We observe that
such specifications use a simple subset of linear temporal logic that
contains only the temporal operators F and G.

Example 3.3. Consider a liveness property from the distributed
algorithms literature called correctness [64]:

G F ¢ir — (K[lo] = 0 — Fk[l3] #0). (1)

Formula v, expresses the reliable communication assumption
of distributed algorithms [32]. In this example, Ynir = K[{1]
ON(z > t+1 — K[lg] = 0AK[L] =0)A(x > n—t — K[ly] =
0 A k[¢z] = 0). Intuitively, G F ¢ means that all processes
in ¢; should eventually leave this state, and if sufficiently many
messages of type x are sent (71 or 2 holds true), then all processes
eventually receive them. If they do so, they have to eventually
fire rules 71, 72, 73, or r4 and thus leave locations £g, ¢1, and /5.
Our approach is based on possible shapes of counterexamples.
Therefore, we consider the negation of the specification (1), that is,
G F ¢gir A K[€o] = 0 A G k[€3] = 0. In the following we define the
logic that can express such counterexamples. N

The fragment of LTL limited to F and G was studied in [29, 46].
We further restrict it to the logic that we call Fault-Tolerant Temporal
Logic (ELTLgT), whose syntax is shown in Table 1. The formulas
derived from cform — called counter formulas —restrict counters,
while the formulas derived from gform — called guard formulas —
restrict shared variables. The formulas derived from pform are
propositional formulas. The temporal operators F and G follow
the standard semantics [5, 17], that is, for a configuration ¢ and an
infinite schedule 7, it holds that path(c, 7) | ¢, if:

1. o = ¢, when ¢ is a propositional formula,
2.3 7" i =71"- 7" path(7'(0),7") = ¢, when p = F 1),
3.vr' " v =71"- 7" path(r'(0),7") E ¢, when ¢ = G .

To stress that the formula should be satisfied by at least one path,
we prepend ELTLgr-formulas with the existential path quantifier E.
We use the shorthand notation ¢rue for a valid propositional formula,
e.g., N\;cg k[i] = 0. We also denote with ELTLgr the set of all
formulas that can be written using the logic ELT L.

We will reason about invariants of the finite subschedules, and
consider a propositional formula 1. Given a configuration o, a finite
schedule 7 applicable to o, and ¥, by Cfgs(o, 7) = 1 we denote
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algorithm parameterized model checking(TA, ¢): // see Def. 3.4
G := cut_graph () /* Sect. 4 /
H := threshold _graph(TA) /x Sect. 5 +/
for each < in topological orderings(G U #H) do //e.g., using [13]
check one_order(TA, ¢, G, H, <) /* Sect. 6—7 */
if SMT _sat() then report the SMT model as a counterexample

Figure 3. A high-level description of the verification algorithm. For
details of check_one_order, see Section 7.2 and Figure 10.

that 1) holds in every configuration ¢’ visited by the path path(o, 7).
In other words, for every prefix 7/ of T, we have that /(o) = 1.

Definition 3.4 (Parameterized unsafety & non-liveness). Given a
threshold automaton TA and an ELTL 1 formula 1, check whether
there are parameter values p € Prc, an initial configuration
oo € I with 0o.p = p, and an infinite schedule T of Sys(TA)
applicable to oo such that path(oo, T) |= 1.

Complete bounded model checking. We solve this problem by
showing how to reduce it to bounded model checking while guaran-
teeing completeness. To this end, we have to construct a bounded-
length encoding of infinite schedules. In more detail:

e We observe that if path(oo,7) = 1, then there is an initial
state o and two finite schedules ¥ and p (of unknown length)
that can be used to construct an infinite (lasso-shaped) schedule
¥ - p“, such that path(c, ¥ - p“) |= 9 (Section 4.1).

Now given ¥ and p, we prove that we can use a 1-specific
reduction, to cut ¥ and p into subschedules ¥4, ..., 3, and
P1, - - ., Pn, respectively so that the subschedules satisfy subfor-
mulas of ¢ (Sections 4.2, 4.3 and 5).

We use an offline partial order reduction, specific to the subfor-
mulas of 1, and acceleration to construct representative sched-
ules rep[¥;] and rep|p;] that satisfy the required ELTLgr for-
mulas that are satisfied 1J; and p;, respectively for 1 < i < m
and 1 < j < n. Moreover, rep[¥;] and rep[p;] are fixed se-
quences of rules, where bounds on the lengths of the sequences
are known (Section 6).

These fixed sequence of rules can be used to encode a query
to the SMT solver (Section 7.1). We ask whether there is an
applicable schedule in the counter system that satisfies the
sequence of rules and 1 (Section 7.3). If the SMT solver reports
a contradiction, there exists no counterexample.

Based on these theoretical results, our tool implements the high-
level verification algorithm from Figure 3 (in the comments we give
the sections that are concerned with the respective step):

4. Shapes of Schedules that Satisfy ELTLgr

We characterize all possible shapes of lasso schedules that satisfy an
ELTLgr-formula . These shapes are characterized by so-called cut
points: We show that every lasso satisfying ¢ has a fixed number of
cut points, one cut point per a subformula of ¢ that starts with F . The
configuration in the cut point of a subformula F 1) must satisty 1,
and all configurations between two cut points must satisfy certain
propositional formulas, which are extracted from the subformulas
of ¢ that start with G. Our notion of a cut point is motivated by
extreme appearances of temporal operators [29].

Example 4.1. Consider the ELTLgt formulay = EF (a AFd A
FeAGbAGFc), wherea, . .., e are propositional formulas, whose
structure is not of interest in this section. Formula ¢ is satisfiable by
certain paths that have lasso shapes, i.e., a path consists of a finite
prefix and a loop, which is repeated infinitely. These lassos may
differ in the actual occurrences of the propositions and the start of the
loop: For instance, at some point, a holds, and since then b always
holds, then d holds at some point, then e holds at some point, then
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XN e X e (and 15 more...)
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Figure 4. The shapes of lassos that satisfy the formula EF (a A
FdAFeAGOAGF c). The crosses show cut points for: (A) formula
F(aAFdANFeANGbAGFc), (B) formula F d, (C) formula Fe,
(D) loop start, (E) formula F ¢, and (F) loop end.

the loop is entered, and c holds infinitely often inside the loop. This
is the case (a) shown in Figure 4, where the configurations in the cut
points A, B, C, and D must satisfy the propositional formulas a, d,
e, and c respectively, and the configurations between A and F' must
satisfy the propositional formula b. This example does not restrict
the propositions between the initial state and the cut point A, so that
this lasso shape, for instance, also captures the path where b holds
from the beginning. There are 20 different lasso shapes for ¢, five
of them are shown in the figure. We construct lasso shapes that are
sufficient for finding a path satisfying an ELTLgt formula. In this
example, it is sufficient to consider lasso shapes (a) and (b), since
the other shapes can be constructed from (a) and (b) by unrolling
the loop several times. N

4.1 Restricting Schedules to Lassos

In the seminal paper [66], Vardi and Wolper showed that if a
finite-state transition system M violates an LTL formula— which
requires all paths to satisfy the formula— then there is a path
in M that (i) violates the formula and (ii) has lasso shape. As our
logic ELTLg specifies counterexamples to the properties of fault-
tolerant distributed algorithms, we are interested in this result in the
following form: if the transition system satisfies an ELTL formula—
which requires one path to satisfy the formula— then M has a path
that (i) satisfies the formula and (ii) has lasso shape.

As observed above, counter systems are infinite state. Conse-
quently, one cannot apply the results of [66] directly. However, using
Proposition 2.10, we show that a similar result holds for counter
systems of threshold automata and ELTLg~:

Proposition 4.2. Given a threshold automaton TA and an ELTLgt
Sformula o, if Sys(TA) |= E , then there are an initial configura-
tion o1 € I and a schedule T - p* with the following properties:

1. the path satisfies the formula: path(o1, T - p*) = ¢,

2. application of p forms a cycle: p*(7(c1)) = 7(o1) for k > 0.

Although in [43] we use Biichi automata to prove Proposition 4.2,
we do not use Biichi automata in this paper. Since ELTLgt uses
only the temporal operators F and G, we found it much easier to
reason about the structure of ELT Lgt formulas directly (in the spirit
of [29]) and then apply path reductions, rather than constructing the
synchronous product of a Biichi automaton and of a counter system
and then finding proper path reductions.
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can () |[0]

[0.3]

@[F(d/\Gtrue)][F(e/\...)] [G (bAF (cAGtrue) /\Gtrue)]
[0.0] \ [0.1] [0.2]

@ (Geme) (<) (Gorue)

[0.1.0] [0.1.1] [0.2.0][0.2.1]

[F (cANG true)] [G true]
[0.3.1][0.3.2]

G true

Figure 5. A canonical syntax tree of the ELTLFt formula ¢ =
F(a NFdAFeAGbA GFc) considered in Example 4.1. The
labels [w] denote identifiers of the tree nodes.

[0.3.0]

Although Proposition 4.2 guarantees counterexamples of lasso
shape, it is not sufficient for model checking: (i) counter systems
are infinite state, so that state enumeration may not terminate, and
(ii) Proposition 4.2 does not provide us with bounds on the length of
the lassos needed for bounded model checking. In the next section,
we show how to split a lasso schedule in finite segments and to find
constraints on lasso schedules that satisfy an ELT Lt formula. In
Section 6 we then construct shorter (bounded length) segments.

4.2 Characterizing Shapes of Lasso Schedules

We now construct a cut graph of an ELT Lt formula: Cut graphs
constrain the orders in which subformulas that start with the oper-
ator F are witnessed by configurations. The nodes of a cut graph
correspond to cut points, while the edges constrain the order between
the cut points. Using cut points, we give necessary and sufficient con-
ditions for a lasso to satisfy an ELT Lgt formula in Theorems 4.12
and 4.13. Before defining cut graphs, we give the technical defini-
tions of canonical formulas and canonical syntax trees.

Definition 4.3. We inductively define canonical ELTLrt formulas:

e if p is a propositional formula, then the formula p A\ Gtrue is a
canonical formula of rank 0,

e if p is a propositional formula and formulas 1, ...,V are
canonical formulas (of any rank) for some k > 1, then the
Sformula p A Fip1 A -+ N\ Fiby, A Gitrue is a canonical formula
of rank 1,

e if p is a propositional formula and formulas 1, ..., Yy are
canonical formulas (of any rank) for some k > 0, and Vx41 is
a canonical formula of rank 0 or 1, then the formula p A Fip1 A
-+« AN Fyr N Gg41 is a canonical formula of rank 2.

Example 4.4. Let p and g be propositional formulas. The formulas
pAG true and true AF (¢AG true) AG (pAG true) are canonical,
while the formulas p, F g, and G p are not canonical. Continuing
Example 4.1, the canonical version of the formula F (a AFdAFeA
GbAGFc)isthe formula F (a AF (d A G true) AF (e AG true) A
G (b AF(cAGirue) AGtrue)). <

We will use formulas in the following canonical form in order to
simplify presentation.

Observation 1. The properties of canonical ELTLgt formulas:

1. Every canonical formula consists of canonical subformulas of
the formp A Fip1 A -+ - A Fi, A Gi41 for some k > 0, for a
propositional formula p, canonical formulas 11, . .., Yk, and a
formula 1)y41 that is either canonical, or equals to true.

2. If a canonical formula contains a subformula G (--- N\ Gv),
then 1 equals true.

Proposition 4.5. There is a function can : ELTLer — ELTLFr
that produces for each formula ¢ € ELTLrt an equivalent canoni-
cal formula can(yp).
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Figure 6. The cut graph of the canonical syntax tree in Figure 5
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For an ELTLgrt formula, there may be several equivalent canoni-
cal formulas, e.g., p AF (¢ A G true) AF (p A G true) A G true and
pAF(pAGtrue) ANF (¢ AGtrue) A G true differ in the order of
F -subformulas. With the function can we fix one such a formula.

Canonical syntax trees. The canonical syntax tree of the formula
introduced in Example 4.1 is shown in Figure 5. With Ng we denote
the set of all finite words over natural numbers — these words are
used as node identifiers.

Definition 4.6. The canonical syntax tree of a formula ¢ € ELTLrT

is the set T () C ELTLgr x N§ constructed inductively as follows:

1. The tree contains the root node labeled with the canonical
formula can(p) and id 0, that is, (can(p),0) € T (¢).

2. Consider a tree node (1, w) € T(p) such that for some

canonical formula ' € ELTLgTt one of the following holds:
(a) Y =" = can(yp), or (b)p = Fy’, or (c) ¥ = G’
IfY isp A Fiyy A+« A Fip, A Gipi1q for some k > 0, then
the tree T (¢) contains a child node for each of the conjuncts
of ¥, that is, (p,w.0) € T(p), as well as (Fi;,w.i) € T (p)
and (Gj,w.j) € T(p)forl <i<kandj=k+ 1

Observation 2. The canonical syntax tree T (¢) of an ELTLgr
formula ¢ has the following properties:
o Every node (1, w) has the unique identifier w, which encodes
the path to the node from the root.
e Every intermediate node is labeled with a temporal operator F
or G over the conjunction of the formulas in the children nodes.
® The root node is labeled with the formula o itself, and ¢ is
equivalent to the conjunction of the root’s children formulas,
possibly preceded with a temporal operator F or G.

The temporal formulas that appear under the operator G have
to be dealt with by the loop part of a lasso. To formalize this, we
say that a node with id w € Nj is covered by a G -node, if w can
be split into two words u1, us € Ng with w = wu1.us2, and there is a
formula ¢» € ELTLgr such that (G, u1) € T ().

Cut graphs. Using the canonical syntax tree 7 (¢) of a formula ¢,
we capture in a so-called cut graph the possible orders in which
formulas F 1 should be witnessed by configurations of a lasso-
shaped path. We will then use the occurrences of the formula 1) to
cut the lasso into bounded finite schedules.

Example 4.7. Figure 6 shows the cut graph of the canonical syntax
tree in Figure 5. It consists of tree node ids for subformulas starting
with F, and two special nodes for the start and the end of the loop.
In the cut graph, the node with id O precedes the node with id 0.1,
since at least one configuration satisfying (a AF(dA...)A...)
should occur on a path before (or at the same moment as) a state
satisfying (d A ... ). Similarly, the node with id O precedes the node
with id 0.2. The nodes with ids 0.1 and 0.2 do not have to precede
each other, as the formulas d and e can be satisfied in either order.
Since the nodes with the ids 0, 0.1, and 0.2 are not covered by a
G -node, they both precede the loop start. The loop start precedes
the node with id 0.3.1, as this node is covered by a G -node. N

Definition 4.8. The cut graph G(v) of an ELTLgt formula is a
directed acyclic graph (Vg, Eg) with the following properties:
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1. The set of nodes Vg = {l00pg, 100paq} U {w € Nj |
. (Fp,w) € T(p)} contains the tree ids that label F-
Sformulas and two special nodes loop,,, and loop,.y, which
denote the start and the end of the loop respectively.

2. The set of edges Eg satisfies the following constraints:

(a) Each tree node (Fi,w) € T (p) that is not covered by a
G -node precedes the loop start, i.e., (w, loop,,,) € Eg.
(b) For each tree node (Fi,w) € T (¢) covered by a G-node:
o the loop start precedes w, i.e., (loopg,,, w) € Eg, and
o w precedes the loop end, i.e., (w,loop,,y) € Eg.
(¢c) For each pair of tree nodes (Fin,w) , (Fi2,w.i) € T (p)
not covered by a G -node, we require (w,w.i) € Eg.
(d) For each pair of tree nodes (Fi1,w1) , (Fiba, w2) € T ()
that are both covered by a G-node, we require either
(w1, w2) € &g, or (w2, w1) € Eg (but not both).

Definition 4.9. Given a lasso T - p* and a cut graph G(p) =
(Vg, Eg), we call a function ¢ : Vg — {0,..., ||+ |p| — 1} acut
function, if the following holds:

© C(100p,gye) = || and ((100p,,6) = 7] + || — 1

* if (v,v') € Eg, then ((v) < ¢(v").

We call the indices {¢(v) | v € Vg} the cut points. Given a
schedule 7 and an index k : 0 < k < |7| + |p|, we say that the
index k cuts 7 into 7’ and 7", if T = ' - 7" and || = k.

Informally, for a tree node (Fiy,w) € T (), a cut point
¢(w) witnesses satisfaction of F 1, that is, the formula ¢ holds
at the configuration located at the cut point. It might seem that
Definitions 4.8 and 4.9 are too restrictive. For instance, assume that
the node (F ¢, w) is not covered by a G -node, and there is a lasso
schedule 7 - p“ that satisfies the formula ¢ at a configuration o. It is
possible that the formula v is witnessed only by a cut point inside the
loop. At the same time, Definition 4.9 forces ¢(w) < ((loopg.,,.)-
We show that this problem is resolved by unwinding the loop K
times for some K > 0, so that there is a cut function for the lasso
with the prefix 7 - p¥ and the loop p:

Proposition 4.10. Let p be an ELTLgt formula, o be a configu-
ration and T - p* be a lasso schedule applicable to o such that
path(o, 7 - p*) | @ holds. There is a constant K > 0 and a cut
Sunction ¢ such that for every (Fi,w) € G(T (¥)) if ((w) cuts
(1-p%) - pinton’ and ", then  is satisfied at the cut point, that
is, path(x (o), 7" - °) £

Proof sketch. The detailed proof is given in [43]. We will present the
required constant K > 0 and the cut function . To this end, we use
extreme appearances of F -formulas (cf. [29, Sec. 4.3]) and use them
to find ¢. An extreme appearance of a formula F v is the furthest
point in the lasso that still witnesses 0. There might be a subformula
that is required to be witnessed in the prefix, but in 7 - p“it is only
witnessed by the loop. To resolve this, we replace 7 by a a longer
prefix 7 - p%, by unrolling the loop p several times; more precisely,
K times, where K is the number of nodes that should precede the
lasso start. In other words, if all extreme appearances of the nodes
happen to be in the loop part, and they appear in the order that is
against the topological order of the graph G(7 (¢)), we unroll the
loop K times (the number of nodes that have to be in the prefix)
to find the prefix, in which the nodes respect the topological order
of the graph. In the unrolled schedule we can now find extreme
appearances of the required subformulas in the prefix. O

We show that to satisfy an ELTLgr formula, a lasso should
(i) satisfy propositional subformulas of F -formulas in the respective
cut points, and (ii) maintain the propositional formulas of G-
formulas from some cut point on. This is formalized as a witness.

In the following definition, we use a short-hand notation for
propositional subformulas: given an ELTLgr-formula ¢ and its
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canonical form can(v) = 1o A Fp1 A -+ AF i A Gibpp1, we
use the notation prop (1) to denote the formula ).

Definition 4.11. Given a configuration o, a lasso T - p* applicable
to o, and an ELTLgt formula o, a cut function ¢ of G(T (¢)) is a
witness of path(o, T - p*) |= @, if the three conditions hold:
(C1) For can(p) = o A Fipr A+~ AN Fipg A Ghqa:
(a) o = o, and
(b) Clgs(o, 7 - p) = prop(Yr-+1).
(C2) For (Fy,v) € T(p) with ((v) < |7, if ((v) cuts T - p into
7w and 7" and 1 = Yo A Fip1 A -+ A Fapy A Gipyia, then:
(a) 7' (o) = o, and
(b) Clas(n'(0),7") |= prop(¥ns1).
(C3) For (Fy,v) € T(p) with {(v) > |7], if ((v) cuts T - p into
' and ™" and ) = Yo A Fapr A -+ A Fpp A Gpy, then:
(a) ' (o) = o, and
(b) Ctgs(7(a), p) = prop(Yr+1).

Conditions (a) require that propositional formulas hold in a con-
figuration, while conditions (b) require that propositional formulas
hold on a finite suffix. Hence, to ensure that a cut function consti-
tutes a witness, one has to check the configurations of a fixed number
of finite paths (between the cut points). This property is crucial for
the path reduction (see Section 6). Theorems 4.12 and 4.13 show
that the existence of a witness is a sound and complete criterion for
the existence of a lasso satisfying an ELTLgt formula.

Theorem 4.12 (Soundness). Let o be a configuration, T - p* be a
lasso applicable to o, and ¢ be an ELTLgt formula. If there is a
witness of path(o,T - p*) |= ¢, then the lasso T - p* satisfies @,
that is path(o, T - p*) = ¢.

Theorem 4.13 (Completeness). Let @ be an ELTLrt formula, o
be a configuration and T - p“ be a lasso applicable to o such that
path(a, T - p*) = o holds. There is a witness of path(a, (T - p*) -
p“) E o for some K > 0.

Theorem 4.12 is proven for subformulas of ¢ by structural
induction on the intermediate nodes of the canonical syntax tree.
In the proof of Theorem 4.13 we use Proposition 4.10 to prove the
points of Definition 4.11. (The detailed proofs are given in [43].)

4.3 Using Cut Graphs to Enumerate Shapes of Lassos

Proposition 4.2 and Theorem 4.13 suggest that in order to find a
schedule that satisfies an ELTLgt formula ¢, it is sufficient to look
for lasso schedules that can be cut in such a way that the config-
urations at the cut points and the configurations between the cut
points satisfy certain propositional formulas. In fact, the cut points
as defined by cut functions (Definition 4.9) are topological order-
ings of the cut graph G(7 (p)). Consequently, by enumerating the
topological orderings of the cut graph G(7T (¢)) we can enumerate
the lasso shapes, among which there is a lasso schedule satisfying ¢
(if o holds on the counter system). These shapes differ in the order,
in which F -subformulas of ¢ are witnessed. For this, one can use
fast generation algorithms, e.g., [13].

Example 4.14. Consider the cut graph in Figure 6. The order-
ing of its vertices 0,0.1,0.2, loopg,,, 0.3.1, loop,,4 corresponds
to the lasso shape (a) shown in Figure 4, while the ordering
loopg.; 0,0.2,0.1, loopg,,, 0.3.1, loop,,y corresponds to the
lasso shape (b). These are the two lasso shapes that one has to
analyze, and they are the result of our construction using the cut
graph. The other 18 lasso shapes in the figure are not required, and
not constructed by our method. N

From this observation, we conclude that given a topological
ordering v1, . .., vy, of the cut graph G(T () = (Vg,&¢), one
has to look for a lasso schedule that can be written as an alternating
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sequence of configurations o; and schedules 7;:
@)

where ve = 100p,, V|vg| = 100pPyg, and ¢ = o}y, Moreover,
by Definition 4.11, the sequence of configurations and schedules
should satisty (C1)—(C3), e.g., if a node v; corresponds to the for-
mula F (0o A- - -AG k+1) and this formula matches Condition (C2),
then the following should hold:

1. Configuration o; satisfies the propositional formula: o; |= o.

2. All configurations visited by the schedule 7; - . . . - 7y, | from the
configuration o; satisfy the propositional formula prop(¢¥x41)-
Formally, Cfgs(oi,7i - - .. - T|vg|) | prop(¥r+1).

One can write an SMT query for the sequence (2) satisfying
Conditions (C1)—(C3). However, this approach has two problems:

1. The order of rules in schedules 7o, . . ., 7|y, is not fixed. Non-
deterministic choice of rules complicates the SMT query.

2. To guarantee completeness of the search, one requires a bound
on the length of schedules 7o, ..., 7|y, |-

For reachability properties these issues were addressed in [42]
by showing that one only has to consider specific orders of the rules;
so-called representative schedules. To lift this technique to ELTLgT,
we are left with two issues:

1. The shortening technique applies to steady schedules, i.e., the
schedules that do not change evaluation of the guards. Thus, we
have to break the schedules 7o, . . ., 7y, into steady schedules.
This issue is addressed in Section 5.

2. The shortening technique preserves state reachability, e.g., after
shortening of 7;, the resulting schedule still reaches configura-
tion o;+1. But it may violate an invariant such as Cfgs(o;, 7; -
-« " T)vg|) = prop(r+1). This issue is addressed in Section 6.

00,7001, T1y---,08,Tly -+, 0|vg|—1,T|Vg |5 O|Vg|s

5. Cutting Lassos with Threshold Guards

We introduce threshold graphs to cut a lasso into steady schedules,
in order to apply the shortening technique of Section 6. Then,
we combine the cut graphs and threshold graphs to cut a lasso
into smaller finite segments, which can be first shortened and then
checked with the approach introduced in Section 4.3.

Given a configuration o, its context w(o) is the set that consists
of the lower guards unlocked in o and the upper guards locked in o,
ie., w(o) = QU QP where Q"¢ = {g € ?"° | ¢ = g}
and Q' = {g € ®™" | 5 |~ g}. As discussed in Example 2.9 on
page 4, since the shared variables are never decreased, the contexts
in a path are monotonically non-decreasing:

Proposition 5.1 (Prop. 3 of [42]). If a transition t is enabled in a
configuration o, then w(o) C w(t(o)).

Example 5.2. Continuing Example 2.9, which considers the TA in
Figure 2. Both threshold guards ; and ~ are false in the initial
state o. Thus, w(c) = 0. The transition ¢ = (r1, 1) unlocks the

guard v1, i.e., w(t(o)) = {m} <

As the transitions of the counter system Sys(TA) never decrease
shared variables, the loop of a lasso schedule must be steady:

Proposition 5.3. For each configuration o and a schedule T - p*,
if p¥(r(0)) = 7(0) for k > 0, then the loop p is steady for T(),
that is, w(p(7(0))) = w(r(0)).

In [42], Proposition 5.1 was used to cut a finite path into
segments, one per context. We introduce threshold graphs and their
topological orderings to apply this idea to lasso schedules.

Definition 5.4. A threshold graph is H(TA) = (Vy, Ex) such that:
o The vertices set Vy contains the threshold guards and the special
node loop,, ., i.e., V3 = ®"*° U &' U {loop,,,,}.
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Figure 7. The shapes of lassos to check the correctness property in
Example 3.3. Recall that ; and 2 are the threshold guards, defined
asx >t+1— fandx > n —t — f respectively.

e There is an edge from a guard g1 € ®"*° to a guard go € d™*°,
if g2 cannot be unlocked before g1, i.e., (g1,92) € En, if for
each configuration o € %, o |= g2 implies 0 = ga.

e There is an edge from a guard g1 € = 10 a guard go € =Y,
if g2 cannot be locked before g1, i.e., (g1, g2) € En, if for each
configuration o € %, o = g2 implies o = g1.

Note that the conditions in Definition 5.4 can be easily checked
with an SMT solver, for all configurations.

Example 5.5. The threshold graph of the TA in Figure 2 has the

vertices Vi = {71, 72, loop,,,, } and the edges £x = {(71,72)}.
q

Similar to Section 4.3, we consider a topological ordering
G1,---590s-- -5 9v, Of the vertices of the threshold graph. The
node g, = loopy,,,, indicates the point where a loop should start, and
thus by Proposition 5.3, after that point the context does not change.
Thus, we consider only the subsequence g1, . .., g¢—1 and split the
path path(o, 7 - p) of a lasso schedule 7 - p* into an alternating
sequence of configurations o; and schedules 79 and ¢; - 75, for
1 < j < 4, ending up with the loop p (starting in o,—; and ending
in o ¢ = O, 2_1)1

3

In this sequence, the transitions t1, . . ., t,—1 change the context,
and the schedules 7o, 71, ..., 7¢—1, p are steady. Finally, we inter-
leave a topological ordering of the vertices of the cut graph with a
topological ordering of the vertices of the threshold graph. More
precisely, we use a topological ordering of the vertices of the union
of the cut graph and the threshold graph. We use the resulting se-
quence to cut a lasso schedule following the approach in Section 4.3
(cf. Equation (2)). By enumerating all such interleavings, we obtain
all lasso shapes. Again, the lasso is a sequence of steady schedules
and context-changing transitions.

00,70,01, (t1 - T1), ..., 00—2, (te—1 - Te—1),00—1, p, 0¢

Example 5.6. Continuing Example 1 given on page 5, we consider
the lasso shapes that satisfy the ELT Lgr formula G F ¢pir A k€] =
0 A G k[¢s] = 0. Figure 7 shows the lasso shapes that have to be
inspected by an SMT solver. In case (a), both threshold guards v,
and 2 are eventually changed to true, while the counter x[¢3] is
never increased in a fair execution. For n = 3¢, this is actually
a counterexample to the correctness property explained in Exam-
ple 1. In cases (b) and (c) at most one threshold guard is eventually
changed to true, so these lasso shapes cannot produce a counterex-
ample. N

In the following section, we will show how to shorten steady
schedules, while maintaining Conditions (CI1)—(C3) of Defini-
tion 4.11, required to satisfy the ELTLgt formula.
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Figure 8. Changing the order of transitions can violate ELTLgr
formulas. If o1.x[¢] = 1, then for the upper schedule 7y, holds that
Cfgs(o1,Twp) = K[€] > 0, while for the lower one this is not the
case, because o5 £ k[¢] > 0.

6. The Short Counterexample Property

Our verification approach focuses on counterexamples, and as
discussed in Section 3, negations of specifications are expressed
in ELTLgr. In the case of reachability properties, counterexamples
are finite schedules reaching a bad state from an initial state. An
efficient method for finding counterexamples to reachability can
be found in [42]. It is based on the short counterexample property.
Namely, it was proven that for each threshold automaton, there is a
constant d such that if there is a schedule that reaches a bad state,
then there must also exist an accelerated schedule that reaches that
state in at most d transitions (i.e., d is the diameter of the counter
system). The proof in [42] is based on the following three steps:

1. each finite schedule (which may or may not be a counterexam-
ple), can be divided into a few steady schedules,
for each of these steady schedules they find a representative,
i.e., an accelerated schedule of bounded length, with the same
starting and ending configurations as the original schedule,

3. at the end, all these representatives are concatenated in the same

order as the original steady schedules.

This result guarantees that the system is correct if no counterex-
ample to reachability properties is found using bounded model
checking with bound d. In this section, we extend the technique
from Point 2 from reachability properties to ELTLgr formulas. The
central result regarding Point 2 is the following proposition which
is a specialization of [42, Prop. 7]:

Proposition 6.1. Ler TA = (L£,Z,T',11,R,RC) be a threshold
automaton. For every configuration o and every steady schedule T
applicable to o, there exists a steady schedule srep|o, 7| with the
following properties: srep[o, T is applicable to o, srep[o, 7](0) =
7(0), and |sreplo, T]| < 2 - |R|.

2.

We observe that the proposition talks about the first configura-
tion o and the last one 7 (o), while it ignores intermediate config-
urations. However, for ELTLgt formulas, one has to consider all
configurations in a schedule, and not just the first and the last one.

Example 6.2. Figure 8 shows the result of swapping transitions.
The approaches by [50] and [42] are only concerned with the first
and last configurations: they use the property that after swapping
transitions, o3 is still reached from o. The arguments used in [42,
50] do not care about the fact that the resulting path visits a different
intermediate state (o instead of o2). However, if o1..[¢] = 1, then
o2.k[¢] > 0, while 05.[¢] = 0. Hence, swapping transitions may
change the evaluation of ELTLgr formulas, e.g., G (k[¢] > 0). <«

Another challenge in verification of ELTLgt formulas is that
counterexamples to liveness properties are infinite paths. As dis-
cussed in Section 4, we consider infinite paths of lasso shape ¢ - p“.
For a finite part of a schedule, ¥ - p, satisfying an ELTLgt formula,
we show the existence of a new schedule, ¥’ - p’, of bounded length
satisfying the same formula as the original one. Regarding the short-
ening, our approach uses a similar idea as the one from [42]. We
follow modified steps from reachability analysis:
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1. We split ¢ - p into several steady schedules, using cut points
introduced in Sections 4 and 5. The cut points depend not
only on threshold guards, but also on the ELTLgt formula ¢
representing the negation of a specification we want to check.
Given such a steady schedule 7, each configuration of 7 satisfies
a set of propositional subformulas of ¢, which are covered by
the operator G in ¢.

. For each of these steady schedules we find a representative, that
is, an accelerated schedule of bounded length that satisfies the
necessary propositional subformulas as in the original schedule
(i.e., not just that starting and ending configurations coincide).

3. We concatenate the obtained representatives in the original order.

In [43], we present the mathematical details for obtaining these

representative schedules, and prove different cases that taken to-
gether establish our following main theorem:

Theorem 6.3. Ler TA = (L,Z,T,1I,R,RC) be a threshold
automaton, and let Locs C L be a set of locations. Let o be a
configuration, let T be a steady conventional schedule applicable
to o, and let 1) be one of the following formulas:

\/ &l#£0, or N\ &[] =0.

L€ Locs L€ Locs

If all configurations visited by T from o satisfy 1, i.e., Cfgs(o,T) =

1, then there is a steady representative schedule repr[i, o, 7| with

the following properties:

a) The representative is applicable, and ends in the same final state:
repr[y, o, 7] is applicable to o, and repr[, o, 7|(0) = T(0),

b) The representative has bounded length: |repr[, o, 7]| < 6-|R|,

¢) The representative maintains the formula 1. In other words,
Clis(o, repr[i6, 0, 7]) =

d) The representative is a concatenation of three representative
schedules srep from Proposition 6.1:
there exist T1, T2 and T3, (possibly empty) subschedules of T,
such that 71 - T2 - T3 is applicable to o, and it holds that
(1 - 12 - 13)(0) 7(o), and repr[tp, o, 7] sreplo, 1] -
srep[r1 (o), T2] - srep[(T1 - T2) (o), 73]

Our approach is slightly different in the case when the formula )
has a more complex form: A, <. Vicroes, K¢l # 0, for
Locs,, C L, wherel < m < nandn € N. In this case, our
proof requires the schedule 7 to have sufficiently large counter
values. To ensure that there is an infinite schedule with sufficiently
large counter values, we first prove that if a counterexample exists
in a small system, there also exists one in a larger system, that is,
we consider configurations where each counter is multiplied with
a constant finite multiplier u. For resilience conditions that do not
correspond to parameterized systems (i.e., fix the system size to,
e.g., n = 4) or pathological threshold automata, such multipliers
may not exist. However, all our benchmarks have multipliers, and
existence of multipliers can easily be checked using simple queries
to SMT solvers in preprocessing. This additional restriction leads to
slightly smaller bounds on the lengths of representative schedules:

Theorem 6.4. Fix a threshold automaton TA = (L,Z,T',II, R, RC)

that has a finite multiplier pu, and a configuration o. For an

n € N, fix sets of locations Locs,, C L for1 < m < n. If

Y = Ai<me<n Vicroes,, K] # 0, then for every steady conven-

tional schedule T, applicable to o, with Cfgs(a,T) |= 1, there

exists a schedule repr ., [0, puo, ut| with the following properties:

a) The representative is applicable and ends in the same final state:
repr v, [¢, 1o, u7] is a steady schedule applicable to uo, and
repr ., [1), po, utl(po) = pr(po),

b) The representative has bounded length: |repr ,,[¢, po, ut]| <
4-|R|,

c) The representative maintains the formula ). In other words,
Cf-g-s(/“'to-7 repr/\v [wa /,LO', )LLTD }: w’
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Figure 9. Example of constructing a representative schedule by moving a thread to the beginning. The number of dots in the local states
correspond to counter values, i.e., 01.k[lo] = 01.k[¢1] = 01.k[l2] = 1 and 01.k[¢3] = 0.

d) The representative is a concatenation of two representative
schedules srep from Proposition 6.1:

repr [, pio, ] = srepluo, 7] - srep[T(po), (u — 1)7].

The main technical challenge for proving Theorems 6.3 and 6.4
is that we want to swap transitions and maintain ELTLgt formulas
at the same time. As discussed in Example 6.2, simply applying the
ideas from the reachability analysis in [42, 50] is not sufficient.

We address this challenge by more refined swapping strategies
depending on the property i) of Theorem 6.3. For instance, the
intuition behind \/,, .. k[] # 0 is that in a given distributed
algorithm, there should always be at least one process in one of
the states in Locs. Hence, we would like to consider individual
processes, but in the context of counter systems. Therefore, we
introduce a mathematical notion we call a thread, which is a
schedule that can be executed by an individual process. A thread
is then characterized depending on whether it starts in Locs, ends
in Locs, or visits Locs at some intermediate step. Based on this
characterization, we show that ELT Lgr formulas are preserved if we
move carefully chosen threads to the beginning of a steady schedule
(intuitively, this corresponds to 71, and 72 from Theorem 6.3). Then,
we replace the threads, one by one, by their representative schedules
from Proposition 6.1, and append another representative schedule
for the remainder of the schedule. In this way, we then obtain the
representative schedules in Theorem 6.3(d).

Example 6.5. We consider the TA in Figure 2, and show how
a schedule 7 = (r1,1), (16, 1), (r4, 1), (r2,1), (r4, 1) applicable
to o1, with 7(01) = o2 can be shortened. Figure 9 follows this
example where 7 is the upper schedule. Assume that Cfgs(o1,7) |
K[l2] # 0, and that we want to construct a shorter schedule that
produces a path that satisfies the same formula.

In our theory, subschedule (71, 1), (r4, 1) is a thread of o1 and 7
for two reasons: (1) the counter of the starting local state of (r1, 1)
is greater than 0, i.e., o1.k[lo] = 1, and (2) it is a sequence of rules
in the control flow of the threshold automaton, i.e., it starts from £,
then uses (r1,1) to go to local state {2 and then (74, 1) to arrive
at /3. The intuition of (2) is that a thread corresponds to a process
that executes the threshold automaton. Similarly, (rs, 1), (2, 1) and
(r4, 1) are also threads of o1 and 7. In fact, we can show that each
schedule can be decomposed into threads. Based on this, we analyze
which local states are visited when a thread is executed.

Our formula Cfgs(o1, T) = k[f2] # 0 talks about 5. Thus, we
are interested in a thread that ends at £, because after executing this
thread, intuitively there will always be at least one process in {2, i.e.,
the counter k[¢2] will be nonzero, as required. Such a thread will be
moved to the beginning. We find that thread (s, 1), (r2, 1) meets
this requirement. Similarly, we are also interested in a thread that
starts from /2. Before we execute such a thread, at least one process
must always be in {2, i.e., k[¢2] will be nonzero. For this, we single
out the thread (r4, 1), as it starts from /.
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Independently of the actual positions of these threads within a
schedule, our condition k[2] # 0 is true before (r4, 1) starts, and af-
ter (6, 1), (r2, 1) ends. Hence, we move the thread (rs, 1), (12, 1)
to the beginning, and obtain a schedule that ensures our condition in
all visited configurations; cf. the lower schedule in Figure 9. Then we
replace the thread (76, 1), (r2, 1), by a representative schedule from
Proposition 6.1, and the remaining part (r1, 1), (r4, 1), (r4,1), by
another one. Indeed in our example, we could merge (r4, 1), (74, 1)
into one accelerated transition (4, 2) and obtain a schedule which
is shorter than 7 while maintaining k[¢2] # 0. <

7. Application of the Short Counterexample
Property and Experimental Evaluation
7.1 SMT Encoding

We use the theoretical results from the previous section to give
an efficient encoding of lasso-shaped executions in SMT with
linear integer arithmetic. The definitions of counter systems in
Section 2.2 directly tell us how to encode paths of the counter
system. Definition 2.5 describes a configuration o as tuple (k, g, p),
where each component is encoded as a vector of SMT integer
variables. Then, given a path oo, t1,01,...,tk—1,0k—1,tk,... Ok
of length k, by k', g*, and p* we denote the values of the vectors
that correspond to o;, for 0 < ¢ < k. As the parameter values do not
change, we use one copy of the variables p in our SMT encoding.
By kg, for 1 < ¢ < |L], we denote the £th component of °, that is,
the counter corresponding to the number of processes in local state ¢
after the ith iteration. Definition 2.5 also gives us the constraint on
the initial states, namely:

init(0) = » k¢ = N(p)AY k¢ =0Ag’ =0ARC(p) 4)
LeT (¢TI

Example 7.1. The TA from Figure 2 has four local states £, /1,
{2, £3 among which ¢y and ¢; are the initial states. In this example,
N(p) isn — f, and the resilience condition requires that there are
less than a third of the processes faulty, i.e., n > 3t. We obtain
init(0) = k) + k) =n—-—fARI+KI=0A22=0An >
3t ANt > f A f > 0. The constraint is in linear integer arithmetic. <

Further, Definition 2.8 encodes the transition relation. A tran-
sition is identified by a rule and an acceleration factor. A rule is
identified by threshold guards = and ¢~ local states from and to
between which processes are moved, and by u, which defines the
increase of shared variables. As according to Section 5 only a fixed
number of transitions change the context and thus may change the
evaluation of = and ¢, we do not encode = and ¢~ for each
rule. In fact, we check the guards o= and ¢~ against a fixed number
of configurations, which correspond to the cut points defined by
the threshold guards. The acceleration factor ¢ is indeed the only
variable in a transition, and the SMT solver has to find assignments

162



of these factors. Then this transition from the ith to the (¢ + 1)th
configuration is encoded using rule 7 = (from, to, =, ¢~ ,u) as
follows:

T(,r) = Mowve(from,to,i) A IncShd(u,1) 5)
Move(£,0',i) = (#0 = ki —r) =6 =kl — k)
A L=0 > (n} = né“ A KZ,H = né/)
A /\ KL=kl

seL\{£,¢"}
IncShd(u, i) gttt — gl =4t

Given a schedule 7, we encode in linear integer arithmetic the
paths that follow this schedule from an initial state as follows:

E(7) =init(0) AT(0,71) AT(1,m2) A ...

We can now ask the SMT solver for assignments of the parameters as
well as the factors 61, 62, ... in order to check whether a path with
this sequence of rules exists. Note that some factors can be equal
to 0, which means that the corresponding rule does not have any
effect (because no process executes it). If 7 encodes a lasso shape,
and the SMT solver reports a satisfying assignment, this assignment
is a counterexample. If the SMT solver reports unsat on all lassos
discussed in Section 5, then there does not exists a counterexample
and the algorithm is verified.

-u

Example 7.2. In Example 3.3 we have seen the fairness requirement
rair, Which is a property of a configuration that can be encoded as
fair(i) = ki =0A (2" > t+1 = &l =0AK, =0) A (z' >
n —t — kb = 0 A kb = 0), which is a formula in linear integer
arithmetic. Then, e.g., fair(5) encodes that the fifth configuration
satisfies the predicate. Such state formulas can be added as conjunct
to the formula E(7) that encodes a path. <

As discussed in Sections 4 and 5 we have to encode lassos of the
form ¢ - p* starting from an initial configuration o. We immediately
obtain a finite representation by encoding the fixed length execution
E(9 - p) as above, and adding the constraint that applying p returns
to the start of the lasso loop, that is, 9(o) = p(J(o)). In SMT this
is directly encoded as equality of integer variables.

7.2 Generating the SMT Queries

The high-level structure of the verification algorithm is given in
Figure 3 on page 6. In this section, we give the details of the
procedure check_one_order, whose pseudo code is given in
Figure 10. It receives as the input the following parameters: a
threshold automaton TA, an ELTLgt formula ¢, a cut graph G
of ¢, a threshold graph H of TA, and a topological order < on the
vertices of the graph G U H.

The procedure check_one_order constructs SMT assertions
about the configurations of the lassos that correspond to the order <.
As explained in Section 7.1, an ith configuration is defined by the
vectors of SMT variables (k°, g°, p). We use two global variables:
the number fn of the configuration under construction, and the
number fs of the configuration that corresponds to the loop start.
Thus, with the expressions £™ and g™ we refer to the SMT variables
of the configuration whose number is stored in fn.

In the pseudocode in Figure 10, we call SMT_assert (™, gf" s
p = ) to add an assertion 1 about the configuration (x™, g™, p)
to the SMT query. Finally, the call SMT_sat () returns true, only if
there is a satisfying assignment for the assertions collected so far.
Such an assignment can be accessed with SMT_model () and gives
the values for the configurations and acceleration factors, which
together constitute a witness lasso.

The procedure check_one_order creates the assertions about
the initial configurations. The assertions consist of: the assump-
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variables fn, fs; // the current configuration number and the loop start
// Try to find a witness lasso for: a threshold automaton TA,
// an ELTLgT formula ¢, a cut graph G, a threshold graph H, and
// a topological order < on the nodes of G U H.
procedure check one_order(TA, ¢, G, H, <):
fn :=0; fs := 0;
SMT _start(); // start (or reset) the SMT solver
assume(can(p) = o AF 1 A+~ AF Y AGgyq);
SMT _assert(k°, g0, p |= init(0) A 3o A Wy11); # see Equation 4
v := min< (Vg U Vy); // the minimal node w.r.t. the linear order <
check node(G, H, <, vo, Yr+1, 0);

// Try to find a witness lasso starting with the node v and the context €2,
// while preserving the invariant 1; .
recursive procedure check node(G, H, <, v, Yiny, Q):
if not SMT _sat() then:
return no_ witness;
case (a) v € Vg \ {loopgsrt, 100peng
find ¢ s.t. (Fap,v) € T(p); /v labels a formula in the syntax tree
assume(y) = Yo AF 1 A AF Y AGYpi1);
SMT_a\ssert(l—tf",gf"7 P E v%o);
push _segment(viny A Yr41);
v/ :=ming (Vg U Vy) N{w : v < w}; // the next node after v
check node(G, H, <, v/, Yinv A i1, Q);
case (b) v € Vg \ {loopgap; 100peng }: #/ v is a threshold guard
if v € ®'ise then: /v is an unlocking guard, e.g., x >t +1— f
push segment(v;yy); /# one rule unlocks v
SMT _assert(k™, g™, p |= v); /v is unlocked
push _segment(tiny); // execute all unlocked rules
v/ :=ming (Vg UVy) N{w : v < w}; // the next node after v
check node(G, H, <, V', Yiny, QU {v});
else: /xv € ®fll eg o < f, similar to the locking case: use —v */
case (c) v = loopg,p:
fs := fn; // the loop starts at the current configuration
push _segment(¥in.y); /# execute all unlocked rules
v :=ming (Vg U Vy) N{w : v < w}; //the next node after v
check node(G, H, <, v/, Yinv, Q);
case (d) v = loopgpq:
SMT _assert(k™ = & A g™ = gf); //close the loop
if SMT _sat() then:
return witness(SMT _model())

// Encode a segment of rules as prescribed by [42] and Theorems 6.3—6.4.
procedure push segment(v;py ):
// find the number of schedules to repeat in (d) of Theorems 6.3, 6.4
nrepetitions := compute _repetitions(1iny );
T1,...,7Tg := compute rules(§2); / use sschemaq, from [42]
for _ from 1 to nrepetitions:
for j from 1 to k:
SMT _assert(k™, g™, p = iny);
SMT _assert(T'(fn, r;)); // modify the counters as in Equation 5
fn := fn + 1; / move to the next configuration

Figure 10. Checking one topological order with SMT.

tions init(0) about the initial configurations of the threshold automa-
ton, the top-level propositional formula /g, and the invariant propo-
sitional formula 541 that should hold from the initial configuration
on. By writing assume (¢ = 1o AF A1 ... Fio AGhri1), we
extract the subformulas of a canonical formula 1) (see Section 4.2).
The procedure finds the minimal node in the order < on the nodes
of the graph G U ‘H and calls the procedure check_node for the
initial node, the initial invariant 1, and the empty context (.
The procedure check_node is called with a node v of the graph
G U H as a parameter. It adds assertions that encode a finite path
and constraints on the configurations of this path. The finite path
leads from the configuration that corresponds to the node v to the
configuration that corresponds to v’s successor in the order <.
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Figure 11. The plots summarize the following results of running our implementation on all benchmarks: used time in seconds (top left), used
memory in megabytes (top right), the number of checked lassos (bottom left), time used both by our implementation and [42] to check safety
only (bottom right). Several occurrences of the same benchmark correspond to different cases, such as f > 1, f = 1, and f = 0. Symbols B
and O correspond to the safety properties of each benchmark, while symbols ¢ and ¢ correspond to the liveness properties.

The constraints depend on v’s origin: (a) v labels a formula F v
in the syntax tree of ¢, (b) v carries a threshold guard from the
set ®5¢ U ! (¢) v denotes the loop start, or (d) v denotes the
loop end. In case (a), we add an SMT assertion that the current
configuration satisfies the propositional formula prop(t) (line 21),
and add a sequence of rules that leads to v’s successor while
maintaining the invariants 1, of the preceding nodes and the v’s
invariant 1,1 (line 22). In case (b), in line 27, we add a sequence
of rules, one of which should unlock (resp. lock) the threshold guard
inv € ' (resp. v € ®!). Then, in line 29, we add a sequence
of rules that leads to a configuration of v’s successor. All added
configurations are required to satisfy the current invariant t;p,. As
the threshold guard in v is now unlocked (resp. locked), we include
the guard (resp. its negation) in the current context €. In case (c), we
store the current configuration as the loop start in the variable fs and,
as in (a) and (b), add a sequence of rules leading to v’s successor.
Finally, in case (d), we should have reached the ending configuration
that coincides with the loop start. To this end, in line 39, we add
the constraint that forces the counters of both configurations to be
equal. At this point, all the necessary SMT constraints have been
added, and we call SMT_sat to check whether there is an assignment
that satisfies the constraints. If there is one, we report it as a lasso
witnessing the ELTLgr-formula ¢ that consists of: the concrete
parameter values, the values of the counters and shared variables
for each configuration, and the acceleration factors. Otherwise, we
report that there is no witness lasso for the formula ¢.

The procedure push_segment constructs a sequence of cur-
rently unlocked rules, as in the case of reachability [42]. However,
this sequence should be repeated several times, as required by The-

orems 6.3 and 6.4. Moreover, the freshly added configurations are
required to satisfy the current invariant ¥y, .

7.3 Experiments

We extended the tool ByMC [42] with our technique and conducted
experiments2 with the freely available benchmarks from [42]: folk-
lore reliable broadcast (FRB) [14], consistent broadcast (STRB) [64],
asynchronous Byzantine agreement (ABA) [11], condition-based
consensus (CBC) [52], non-blocking atomic commitment (NBAC
and NBACC [61] and NBACG [37]), one-step consensus with
zero degradation (CF1S [21]), consensus in one communication
step (C1CS [12]), and one-step Byzantine asynchronous consensus
(BOSCO [63]). These threshold-guarded fault-tolerant distributed
algorithms are encoded in a parametric extension of Promela.
Negations of the safety and liveness specifications of our bench-
marks — written in ELTLgr —follow three patterns: unsafety
E (p A F g), non-termination E (p A GFr A G q), and non-response
E(GFr AF(p A Gg)). The propositions p, g, and r follow the
syntax of pform (cf. Table 1), e.g., p = Ayc s, K[¢] = 0 and
4 = Ve Loes, Fll] # 0 for some sets of locations Locs: and Locss.
The results of our experiments are summarized in Figure 11.
Given the properties of the distributed algorithms found in the lit-
erature, we checked for each benchmark one or two safety prop-
erties (depicted with B and [J) and one or two liveness properties
(depicted with 4 and ¢). For each benchmark, we display the run-
ning times and the memory used together by ByMC and the SMT

2 The details on the experiments and the artifact are available at:
http://forsyte.at/software/bymc/popll7-artifact

731

164



solver Z3 [20], as well as the number of exercised lasso shapes as
discussed in Section 5.

For safety properties, we compared our implementation against
the implementation of [42]. The results are summarized the bottom
right plot in Figure 11, which shows that there is no clear winner.
For instance, our implementation is 170 times faster on BOSCO for
the case n > 5t. However, for the benchmark ABA we experienced
a tenfold slowdown. In our experiments, attempts to improve the
SMT encoding for liveness usually impaired safety results.

Our implementation has verified safety and liveness of all ten
parameterized algorithms in less than a day. Moreover, the tool
reports counterexamples to liveness of CF1S and BOSCO exactly
for the cases predicted by the distributed algorithms literature, i.e.,
when there are not enough correct processes to reach consensus
in one communication step. Noteworthy, liveness of only the two
simplest benchmarks (STRB and FRB) had been automatically
verified before [40].

8. Conclusions

Parameterized verification approaches the problem of verifying
systems of thousands of processes by proving correctness for all
system sizes. Although the literature predominantly deals with
safety, parameterized verification for liveness is of growing interest,
and has been addressed mostly in the context of programs that
solve mutual exclusion or dining philosophers [4, 30, 31, 59]. These
techniques do not apply to fault-tolerant distributed algorithms that
have arithmetic conditions on the fraction of faults, threshold guards,
and typical specifications that evaluate a global system state.

Parameterized verification is in general undecidable [3]. As
recently surveyed by Bloem et al. [9], one can escape undecidability
by restricting, e.g., communication semantics, local state space, the
local control flow, or the temporal logic used for specifications.
Hence, we make explicit the required restrictions. On the one hand,
these restrictions still allow us to model fault-tolerant distributed
algorithms and their specifications, and on the other hand, they give
rise to a practical verification method. The restrictions are on the
local control flow (loops) of processes (Section 2.1), as well as
on the temporal operators and propositional formulas (Section 3).
We conjecture that lifting these restrictions quite quickly leads to
undecidability again. In addition, we justify our restrictions with the
considerable number of benchmarks [11, 12, 14, 21, 37, 52, 61, 63,
64] that fit into our fragment, and with the convincing experimental
results from Figure 11.

Our main technical contribution is to combine and extend several
important techniques: First, we extend the ideas by Etessami et
al. [29] to reason about shapes of infinite executions of lasso
shape. These executions are counterexample candidates. Then we
extend reductions introduced by Lipton [50] to deal with ELTLgr
formulas. (Techniques that extend Lipton’s in other directions can
be found in [19, 22, 25, 34, 44, 47].) Our reduction is specific
to threshold guards which are typical for fault-tolerant distributed
algorithms and are found in domain-specific languages. Using on
our reduction we apply acceleration [6, 44] in order to arrive at our
short counterexample property.

Our short counterexample property implies a completeness
threshold, that is, a bound b that ensures that if no lasso of length up
to b is satistying an ELTLgt formula, then there is no infinite path
satisfying this formula. For linear temporal logic with the F and G
operators, Kroening et al. [46] prove bounds on the completeness
thresholds on the level of Biichi automata. Their bound involves the
recurrence diameter of the transition systems, which is prohibitively
large for counter systems. Similarly, the general method to transfer
liveness with fairness to safety checking by Biere et al. [8] leads
to an exponential growth of the diameter, and thus to too large
values of b. Hence, we decided to conduct an analysis on the level
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of threshold automata, accelerated counter systems, and a fragment
of the temporal logic, which allows us to exploit specifics of the
domain, and get bounds that can be used in practice.

Acceleration has been applied for parameterized verification by
means of regular model checking [1, 10, 58, 62]. As noted by Fisman
et al. [33], to verify fault-tolerant distributed algorithms, one would
have to intersect the regular languages that describe sets of states
with context-free languages that enforce the resilience condition
(e.g., n > 3t). Our approach of reducing to SMT handles resilience
conditions naturally in linear integer arithmetic.

There are two reasons for our restrictions in the temporal
logic: On one hand, in our benchmarks, there is no need to find
counterexamples that contain a configuration that satisfies k[¢] =
0V k[¢'] = 0 for some ¢,¢ € L. One would only need such
a formula to specify requirement that at least one process is at
location £ and at least one process is at location £ (the disjunction
would be negated in the specification), which is unnatural for fault-
tolerant distributed algorithms. On the other hand, enriching our
logic with \/,, .. k[i] = 0 allows one to express tests for zero in
the counter system, which leads to undecidability [9]. For the same
reason, we avoid disjunction, as it would allow one to indirectly
express test for zero: k[f] = 0V k[¢'] = 0.

The restrictions we put on threshold automata are justified from
a practical viewpoint of our application domain, namely, threshold-
guarded fault-tolerant algorithms. We assumed that all the cycles
in threshold automata are simple (while the benchmarks have only
self-loops or cycles of length 2). As our analysis already is quite
involved, these restrictions allow us to concentrate on our central
results without obfuscating the notation and theoretical results. Still,
from a theoretical viewpoint it might be interesting to relax the
restrictions on cycles in the future.

More generally, these restrictions allowed us to develop a com-
pletely automated verification technique. In general, there is a trade-
off between degree of automation and generality. Our method is
completely automatic, but our input language cannot compete in gen-
erality with mechanized proof methods that rely heavily on human
expertise, e.g., IVY [55], Verdi [68], IronFleet [38], TLAPS [16].
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—— Abstract

Fault-tolerant distributed algorithms are notoriously hard to get right. In this paper we introduce
an automated method that helps in that process: the designer provides specifications (the problem
to be solved) and a sketch of a distributed algorithm that keeps arithmetic details unspecified.
Our tool then automatically fills the missing parts.

Fault-tolerant distributed algorithms are typically parameterized, that is, they are designed
to work for any number n of processes and any number ¢ of faults, provided some resilience
condition holds; e.g., n > 3t. In this paper we automatically synthesize distributed algorithms
that work for all parameter values that satisfy the resilience condition. We focus on threshold-
guarded distributed algorithms, where actions are taken only if a sufficiently large number of
messages is received, e.g., more than ¢ or n/2. Both expressions can be derived by choosing the
right values for the coefficients a, b, and ¢, in the sketch of a threshold a-n+b-t+c¢. Our method
takes as input a sketch of an asynchronous threshold-based fault-tolerant distributed algorithm —
where the guards are missing exact coefficients—and then iteratively picks the values for the
coefficients.

Our approach combines recent progress in parameterized model checking of distributed algo-
rithms with counterexample-guided synthesis. Besides theoretical results on termination of the
synthesis procedure, we experimentally evaluate our method and show that it can synthesize sev-
eral distributed algorithms from the literature, e.g., Byzantine reliable broadcast and Byzantine
one-step consensus. In addition, for several new variations of safety and liveness specifications,
our tool generates new distributed algorithms.
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1 Introduction

Design and implementation of parameterized fault-tolerant distributed systems are error-prone
tasks. There is a mature theory regarding mathematical proof methods, which found their way
into formal frameworks like I/O Automata [24] and TLA+ [22]. Recent approaches [17, 23, 31]
provide tool support to establish correctness of implementations, by manually constructing
proofs with an interactive theorem prover. Although, if successful, this approach provides
a machine-checkable proof [9, 4], it requires huge manual efforts from the user. A logic for
distributed consensus algorithms in the HO Model [8] was introduced in [13], which allows
one to automatically check the invariants (for safety) and ranking functions (for liveness),
that is, the manual effort is reduced to finding right invariants and ranking functions. Model
checking of distributed algorithms promises a higher degree of automation. For consensus
algorithms in the HO Model, the results of [25] reduce the verification to checking small
systems of five or seven processes. For the asynchronous model, an efficient model checking
technique for threshold-guarded distributed algorithms was introduced in [20, 19]. Notably,
this technique verifies both safety and liveness properties. In all these methods, the user has
to produce an implementation (or design), and the goal is to check (using techniques that
vary in the degree of automation) whether this implementation satisfies a given specification.

In this paper we explore synthesis as it promises even more automation. The user
just provides required properties and a sketch of an asynchronous algorithm, and our tool
automatically finds a correct distributed algorithm. In this way we generate new fault-tolerant
algorithms that are correct by construction. In our experiments we first focus on existing
specifications [29, 7, 30, 28] from the literature, in order to be able to compare the output
of our tool with known algorithms. We then give new variations of safety and liveness
specifications, and our tool generates new distributed algorithms for them.

Parametrized synthesis. Similar to the verification approaches above, we are interested in
the parameterized version of the problem: Rather than synthesizing a distributed algorithm
that consists of, say, four processes and tolerates one fault, our goal is to synthesize an
algorithm that works for n processes, out of which ¢t may fail, for all values of n and ¢ that
satisfy a resilience condition, e.g., n > 3¢t. This is in contrast to recent work on synthesis
of fault-tolerant distributed algorithms [16, 15, 14] that requires the user to fix the number
of processes; typically to some n < 10. In some special cases, manual arguments or cut-off
theorems generalize synthesis results for small systems to parameterized ones [5, 12, 26].
However, similar to parameterized verification [2, 6], the parameterized synthesis problem is
in general undecidable [18]. As in the parameterized verification approach of [19], we will
therefore limit ourselves to a specific class of distributed algorithms, namely, threshold-guarded
distributed algorithms. These thresholds are arithmetic expressions over parameters, e.g., n/2,
and determine for how many messages processes should wait (a majority in the example).

More specifically, the user provides as input a distributed algorithm with holes as in
Figure 1: The user defines the control flow, and keeps the threshold expressions—noted as
Totose and Tac in the figure —unspecified. As pseudo code has no formal semantics, it cannot
be used as a tool input. Rather, our tool takes as input a sketch threshold automaton.

» Example 1. Figure 1 is a pseudo code representation of the input, and Figure 2 shows
the corresponding sketch threshold automaton; they are related as follows. The initial
locations £y and #; of the sketch threshold automaton in Figure 2 correspond to initial states
in Figure 1 where myval is equal to 0 and 1, respectively. Edges are labeled by g — act,
where expression ¢ is a threshold guard, and the action act may increment a shared variable.
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Code of a correct process i:

var myval; € {0,1} (\D rh: echos + f > Tac > echos++
var accept; € {false, true} < false lo g
74 : echos + f > TotosE
while true do (in one step) > echos++ Qrg; echos + f > 7ac
if myval; =1 ;(J - %
and not sent ECHO before r]: true — echos++ lse ac
then send ECHO to all f T

O
74 : echos + f > Tac — echos++
if received ECHO from > Tgiose

distinct processes Figure 2 A sketch threshold automaton
and not sent ECHO before ra: echos+ f > n— t s echosss
then send ECHO to all ()D il —
Lo
if received ECHO from > 7ac rg:echos+ f >t +1
distinct processes — echos++ L/ r5:echos+ f>n—t
then accept; < true @, >
od r1: true — echos++ lsg fnac
ra: echos + f > n —t — echos++
Figure 1 A single-round version of
the reliable broadcast algorithm [29] Figure 3 A synthesized threshold automaton

with holes

The action echos++ corresponds to the pseudo-code statement: send <echo> to all. (The
message buffers are replaced by a shared variable that is increased whenever a message is sent.
This typically can be done for algorithms that only count messages, and do not distinguish
the senders. For instance, a bisimulation between models with message buffers and shared
variables was proven in [21].) By going to local state fsg, a process records that it has sent
echo. Finally, by going to the local state £ac, a process records that it has set accept to true.
The “+f” terms in threshold guards model that messages from up to f Byzantine processes
may be received (f < t), while we model only the n — f correct processes explicitly.

We use self loops to capture the behavior that processes may take arbitrarily many steps
before receiving a message sent to them, that is, asynchronous communication. For instance,
the self loop in £y allows processes to stay in £y even if the guards of the other outgoing
edges evaluate to true. That every message from a correct process is eventually received is a
fairness constraint and is therefore not part of the threshold automaton, but is captured in
the specifications. For instance, such a fairness constraint would be that if echos > n — ¢,
then every process must eventually leave location £y. (In the fairness constraint, the “+4 f”
does not appear, because messages from faulty processes are not guaranteed to arrive.)

The “holes” Toiose and 7ac in Figure 2 are the missing thresholds, which should be linear
combination of the parameters n and t. Therefore Tgiosg has the form ?y -n 4+ ?5 -t + ?3,
and 7ac has the form ?4-n + ?5 -t + ?6. The unknown coefficients ?;, for 1 < i < 6, have to
be found by the synthesis tool. One solutionis 7, =0, ?,=1,?23=1,?, =1, 75 = —1, and
?6 = 0, that is, Torese = t + 1 and 7ac = n — t. This solution is depicted in Figure 3. <

In addition to a sketch threshold automaton, the user has to provide a specification,
that is, safety and liveness properties the distributed algorithm should satisfy. Based on
these inputs, our tool generates the required coefficients, that is, a threshold automaton as
in Figure 3. The synthesis approach of this paper is enabled by a recent advance [19] in
parameterized model checking of safety and liveness properties of distributed algorithms.
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correct distributed algorithm CEGIS Loop
or “none exists”
. counterexample
Kx :W
- mmm ffici
sketch + specification + RC coeflicients

Figure 4 The synthesis loop implemented in this paper.

Existing model checking engine. The central idea of the verification approach in [19] is to
formalize a distributed algorithm as counter system defined by a threshold automaton. A state
of a counter system records how many processes are in which local state (e.g., 4o, ¢1, {sg, fac).
A transition checks the guard and decreases or increases the related process counters. A
transition can be written as a set of constraints in linear integer arithmetic LIA. (Threshold
guards with rational coefficients, e.g., echos > 7, can be converted to integer constraints, e.g.,
2 - echos > n.) Thus, one can check for existence of specific executions by using SMT solvers,
which extend SAT solvers (for Boolean satisfiability) with first-order theories, in our case,
LIA. As shown in [20, 19], resilience conditions, executions of threshold-guarded distributed
algorithms, and specifications can be encoded as logical formulas, whose satisfiability can be
checked by solvers such as Z3 [11] and CVC4 [3]. In particular, the queries used in [20, 19]
correspond to counterexamples to a specification: If the SMT solver finds all queries to be
unsatisfiable, the distributed algorithm is correct. Otherwise, if a query is satisfiable, the
SMT solver outputs a satisfying assignment, that is an error trace, called counterexample.

The synthesis approach of this paper. Figure 4 gives an overview of our method that takes
as input (i) a sketch of a distributed algorithm, (ii) a set of safety and liveness specifications,
and (iii) a resilience condition like n > 3¢, and produces as output a correct distributed
algorithm, or informs the user that none exist.

We follow the CEGIS approach to synthesis [1], which proceeds in a refinement loop.
Roughly speaking, the verifier starts by picking default values for the missing coefficients —
e.g., a vector of zeroes—and checks whether the algorithm is correct with these coefficients.
Typically this is not the case and the verifier produces a counterexample. By automatically
analyzing this counterexample, the generator learns constraints on the coefficients that are
known to produce counterexamples. The generator gives these constraints to an SMT solver
that generates new values for the coefficients, which are used in a new verifier run. If the
verifier eventually reports that the current coefficients induce a correct distributed algorithm,
we output this algorithm. The theory from [19] then implies correctness of the algorithm.

Termination of synthesis. The remaining theoretical problem that we address in this paper
is termination of the refinement loop: In principle, the generator can produce infinitely many
vectors of coefficients. In case there is no solution (which is typically the case in Byzantine
fault tolerance if n < 3t), the naive approach from the previous paragraph does not terminate,
unless we restrict the guards to “reasonable” values. In this paper, we require the guards
to lie in the interval [0,n]. We call such guards sane. For instance, although syntactically
the expressions echos < —42n and echos > 2n are threshold guards, they are not sane, while
echos >t + 1 is sane. We mathematically prove that all sane guards of a specific structure
have coefficients within a hyperrectangle. We call this hypperrectangle a sanity boz, and
prove that its boundaries depend only on the resilience condition. Within the sanity box,
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there is only a finite number of coefficients, if we restrict them to integers or rationals with a
fixed denominator. We thus obtain a finite search space and a completeness result for the
synthesis loop.

Safety, liveness, and the fraction of faults. We consider the conjunction of safety and
liveness specifications, as these specifications in isolation typically have trivial solutions; e.g.,
“do nothing” is always safe. If just given a safety specification, our tool generates thresholds
like n for all guards, which leads to all guards evaluating to false initially. Hence, no action
can ever be taken, which is a valid solution if liveness is not required.

Besides, our tool treats resilience conditions precisely. On the one hand, given the sketch
from Figure 2, and the resilience condition n > 3t, in a few seconds our tool generates the
threshold automaton in Figure 3. On the other hand, in the case of n > 3t, our tool reports
(also within seconds) that no such algorithm exists, which in fact constitutes an automatically
generated impossibility result for sane thresholds and a fixed sketch.

Experimental evaluation. We extended the tool ByMC [20] with our technique and con-
ducted experiments based on the freely available benchmarks from [20]: folklore reliable
broadcast [7], consistent broadcast [29, 30], and one-step Byzantine asynchronous consensus
BOSCO [28]. For these benchmarks, we replaced the threshold guards by threshold guards
with holes. By experimental evaluation, we show that our method can be used to generate
coefficients even for quite intricate fault-tolerant distributed algorithms that tolerate Byzan-
tine faults. In particular BOSCO proved to be a hard instance. It has to satisfy constraints
derived from different safety an liveness specifications under different resilience conditions
n > 3t, n > 5t, and n > 7t. Our tool is able to derive the three different threshold guards the
algorithm requires. Finally, we give variations of specifications, and synthesize distributed
algorithms from them that have not been produced before.

2 Modelling Threshold-Guarded Distributed Algorithms

Threshold-guarded algorithms are formalized by threshold automata. We recall the notions
of threshold automata [19] and introduce the new concept of sketches. As usual, Ny is the
set of natural numbers including 0, and Q is the set of rational numbers. The set II is a
finite set of parameter variables that range over Ny. Typically, II consists of three variables:
n for the total number of processes, f for the number of actual faults in a run, and t for
an upper bound on f. The parameter variables from II are usually restricted to admissible
combinations by a formula that is called a resilience condition, e.g., n > 3t At > f > 0. The
set I' is a finite set that contains shared variables that store the number of distinct messages
sent by distinct (correct) processes, the variables in I" also range over Ny. In the example in
Figure 3, I = {echos}. For the variables from I', we will use names echos, z, y, etc.

For a set of variables V', a function v : V' — Q is called an assignment; its domain V is
denoted with dom(v). In this paper, we use ®, U, and O for first-order logic (FOL) formulas;
e.g., when encoding linear integer constraints in SMT. For a FOL formula ®, we write free(®)
for the set of ®’s free variables, that is, the variables not bound with a quantifier. (For
convenience, we assume that quantified variables have unique names and they are different
from the names of the free variables.) Given an assignment v : V' — Q and a FOL formula @,
we define a substitution ®[v] as a FOL formula that is obtained from ® by replacing all the
variables from V N free(®) with their values in v.
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To introduce sketches of threshold automata—such as in Figure 2—we define unknowns
such as ?7;. The set U is a finite set of unknowns that range over Q. For the variables from U,
we use the names 7, 75, etc. We denote the rational values of unknowns with a, b, ¢, etc.

Generalized threshold guards, or just guards, are defined according to the grammar:

Guard ::= Shared > LinForm | Shared < LinForm Shared ::= (variable from T")
LinForm ::= FreeCoeff | Prod | Prod + LinForm Param ::= (a variable from II)
FreeCoeff ::= Rat | Unknown Unknown ::= (a variable from U)
Prod ::= Rat x Param | Unknown x Param Rat ::= (a rational from Q)

For convenience, we assume that every parameter appears in LinForm at most once. Let 7
denote the vector (71, ..., 7|, 1) that contains all the parameter variables from II in a fixed
order as well as number 1 as the last element. Then, every generalized guard can be written
in one of the two following forms > @ - 7T or ¢ < @ - 77, where x is a shared variable
from I', and u is a vector of elements from U U Q. When a parameter does not appear in a
generalized guard, its corresponding component in u equals zero. We say that a guard is a
sketch guard if its vector @ contains a variable from U. A guard that is not a sketch guard is
called a fized guard. Previous work [19] was only concerned with fixed guards.

Since threshold guards are a special case of FOL formulas, we can apply substitutions
to them. For instance, given an assignment v : U — Q and a threshold guard g, the
substitution g[v] replaces every occurence of an unknown ?; € U in g with the rational v(?;).

Threshold automata, denoted by TA, are edge-labeled graphs, where vertices are called
locations, and edges are called rules. Rules are labeled by g — act, where expression g is
a fixed threshold guard, and the action act may increment a shared variable. We define
generalized threshold automata GTA, in the same way as threshold automata, with the only
difference that expressions g in the edge labeling are generalized threshold guards. If all
generalized guards in a GTA are fixed, then that GTA is a TA. If at least one of the edges of
a GTA is labeled by a sketch guard, then we call this automaton a sketch threshold automaton,
and we denote it by STA. Given an STA and an assignment v : U — Q, we obtain a threshold
automaton STA[v] by applying substitution g[v] to every sketch guard g in STA.

Counter systems. Executions of threshold automata are formalized as counter systems.
Since processes just wait for messages until a threshold is reached and do not distinguish the
senders, the systems we consider are symmetric. This allows us to represent a global state —
a configuration — by (process) counters: Instead of recording which process is in which local
state (which is done typically in distributed algorithms theory), we capture for each local
state, how many processes are in it, and then use the rules of the threshold automaton
to define the transitions between configurations. In the following, we quickly sketch the
semantics to the extent necessary for this paper. Complete definitions can be found in [19].

For every TA we define a counter system as a transition system. First, for every location ¢
we introduce a counter k[f] that keeps track of the number of processes in that particular
location. A configuration o is defined as an assignment of all counters of locations, all shared
variables from I', and all parameters from II, that respects the resilience condition. If a
rule r is an edge (¢,¢) of a TA, then a transition (r,m) represents m processes moving
from the location £ to £'. We call m the acceleration factor. If m = 1 for all transitions in
an execution, we get asynchronous executions where one process moves at a time, that is,
interleaving semantics. If the rule r has a label g — act, then (r,m) can be applied only in
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a configuration in which the counter k[f] has a value at least m, and g evaluates to true, and
remains true during m — 1 applications of act. In other words, only if the threshold from g
is reached, and there are enough processes in location ¢; see [19] for details. After executing
the transition (r,m), counters are updated such that k[¢] is decreased by m and k[¢'] is
increased by m, and shared variables are updated according to the action act, m times.

» Example 2. Consider the TA from Figure 3. One configuration is the following: parameters
are n =7, f =t = 2, satisfying resilience condition n > 3t > 0 A f < t, counters have values
Kkll] = 2, K[lsg] = 3, K[¢1] = K[fac] = 0 and shared variable echos = 3. (As we only model
correct process explicitly, the counters add up to n— f = 5.) As in this configuration we have
that echos+ f =5 > 5 =n—t, and k[fy] = 2, we can execute transition (r2,2). The obtained
configuration has the same parameter values, but counters are changed: k[{y] = k[¢1] =0
and k[lsg] = 3, and k[lac] = 2. Also, as the action of the rule rg is echos++, and two processes
are moving along this edge, then the new value of echos is 5. N

With a TA we associate a set of predicates Pra that track properties of the system states.
The set Pra consists of the TA’s threshold guards and a test «[¢] = 0 for every location ¢ in TA.
For every configuration o, one can compute the set p(c) C Pra of the predicates that hold
true in 0. As was demonstrated in [19], the predicates from Pra and linear temporal logic
are sufficient to express the safety and liveness properties of threshold-guarded distributed
algorithms found in the literature. Essentially, the test x[¢] = 0 evaluates to true if no process
is in location ¢, and k[f] # 0 evaluates to true if there is at least one process at £. That
all processes are in specific locations can be expressed by a condition that states that “no
processes are in the other locations”, that is, as a Boolean combination of tests for zero. We
include the threshold guards in Pya to be able to express the fairness properties such as: if
echos > t + 1, then every process should eventually make one of the transitions labelled with
echos + f >t + 1. Examples of such properties for our benchmarks are given in Section 5.

A system execution is expressed as a path in the counter system. Formally, a path is an
infinite alternating sequence of configurations and transitions, that is, og, t1,01,...,t;, 04, ...,
where oy is an initial configuration, and ;1 is the result of applying ¢; 41 to o; for ¢ > 0. The
infinite sequence p(op), p(c1), ... is called the path trace. With Tracesta we denote the set of
all path traces in the TA’s counter system. Correctness of a distributed algorithm then means
that all traces in Tracesta satisfy a specification expressed in linear temporal logic [10]. The
verification approach from [19] discussed in Section 3 specifically looks for traces that violate
the specification. Such traces are characterized by the temporal logic ELTLgt that allows
one to express negations of specifications relevant for fault-tolerant distributed algorithms.

3  Verification machinery

In [19] we introduced a technique for parameterized verification of threshold-based distributed
algorithms. Given a fixed threshold automaton TA, a resilience condition RC, and a set
{=¢1,...,7pr} of ELTLgr formulas representing negation of specifications, we check whether
there is an execution violating the specification (p1 A ... A ¢g). Thus, as an output, the
algorithm from [19] either confirms correctness, or gives a counterexample. In this paper, we
use this technique as a black box, that is, we assume that there is a function

verifygymc (TA, RC, {—¢1, ..., ~¢r})

that either reports a counterexample, or that TA is correct. As our synthesis approach learns
from counterexamples, we recall the form of the counterexamples reported by the verifier.
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Representative executions and schemas. The idea of [19] lies in automatically computing
length and structure of representative executions in advance, whose shape we call schemas.
A schema is an alternating sequence of contexts (sets of guards) and sequences of rules.
Precise definition of a schema and its encoding can be found in [20, 19]. Intuitively, a
schema is a concatenation of multiple simple schemas. A simple schema has the form
{91,---,gxt7m1-..7s {91, -, 9ps }, where k,k',s € N, ¢g1,...,9%,91,---, 9}, are guards, and
r1,...,Ts are rules. Given acceleration factors m;, 1 < i < s, such that 0 < m; < n, the
simple schema generates an execution where all the guards gi,...,gx hold in its initial
configuration, and after executing (ry,m1),..., (rs,ms), we arrive in a configuration where
all the guards ¢i, ..., g}, hold. As proven in [19], specific schemas of fixed length represent
infinite executions (that end in an infinite loop) as required for counterexamples to liveness.

Our verification tool considers each schema in isolation, and basically searches for an
evaluation v of the parameters (n, t, f), an initial configuration (values of counters of
initial local states), and all the acceleration factors, such that the resulting execution is
admissible (only enabled rules are executed, etc.). Such an execution — if found — constitutes
a counterexample, and the tool reports the corresponding pair (schema, v).

Solver. Our tool encodes a schema as an SMT formula over parameters, counters of local
states, global variables, and acceleration factors. This formula is a conjunction of equalities
and inequalities in linear integer arithmetic. Inequalities come from guards, and have
shared variables and parameters as free variables. Equalities come from transitions, as every
transition is encoded as updating counters of local states and shared variables. The tool
ByMC [19] calls an SMT solver to check satisfiability of the formula.

4  Synthesis

Synthesis problem. A temporal logic formula ¢ in ELTLgr describes an (infinite) set of
bad traces that the synthesized algorithm must avoid. Therefore, we consider the following
formulation of the synthesis problem. Given a sketch threshold automaton STA and an
(infinite) set of bad traces Tracesgag, either:

find an assignment p : U — Q, in order to obtain the fixed threshold automaton STA[u]

whose traces Tracesstaj,) do not intersect with Tracesgag, or

report that no such assignment exists.
Our approach is to find values for the unknowns in a synthesis refinement loop and test them
with the verification technique from Section 3.

Synthesis loop. Figure 5 shows the pseudo-code of the synthesis procedure syntg yc. At
its input the procedure receives a sketch threshold automaton STA, a resilience condition,
and a set of ELTLgt formulas {—p1, ..., ¢k}, which capture the bad traces Tracesgaq. In
line 2, formula ©g, which captures constraints on the unknowns from U, is initialized using a
function boundy. In principle, boundy can be initialized to true (no constraints). However,
to ensure termination, we will discuss later in this section, how we obtain constraints that
bound the coefficients of sane guards. After initialization we enter the synthesis loop.

The SMT solver checks whether ©; has a satisfying assignment to the unknowns in U
(line 4). If ©; is unsatisfiable, the loop terminates with a negative outcomne in line 5. Otherwise,
the SMT solver gives us an assignment p : U — Q that is a solution candidate. To check
feasibility of p, the verifier is called for the fixed threshold automaton STA[y] in line 7. The
verifier generates multiple schemas, each being one SMT query, which are checked either
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1 procedure syntgymc(STA, RC, {—¢1,...,—¢i})

2 O¢ := boundy(RC) and i := 0

3 while (true)

4 call Checkswrr(@i)

5 case unsat = print 'no more solutions’ and exit()

6 case sat(u) = /* p assigns rationals to the variables in U +/
7 call verifyByMC(STA[M}, RC, {ﬁtpl, ey ﬁ(pk})

8 case correct =

9 print 'solution u' /* exclude this solution and continue */
10 6i+1 = 0O; A \/7]_6U ?j 75 /.L[?j] and i := i+1

11 case counterexample(S, v) = /* dom(v)NU =0 %/

12 Su = generalize(S, STA)

13 U := formulasmt(Sv)

14 6¢+1 = 0O; A —‘\I/[I/] and i == i+1

Figure 5 Pseudo-code of the synthesis loop

sequentially or in parallel. If the verifier reports that a schema that produces a counterexample
does not exist, then the candidate assignment p and threshold automaton STA[u] give us
a solution to the synthesis problem. If we were interested in just one solution, the loop
would terminate here with a positive outcome. However, because we want to enumerate all
solutions, our function does a complete search, such that we exclude the solution p for the
future search in line 10, and continue.

If the verifier finds a counterexample, the loop proceeds with the branch in line 11. A
counterexample is a schema S of STA[u] and a satisfying assignment v : V. — Q to the
free variables V' of the SMT formula formulagpT, which include the parameters II, shared
variables 27 for x € T', and counters k7[¢] for each local state £ € £ and every configuration j.
In principle, we could exclude u from consideration similar to line 10. For efficiency, we want
to exclude a larger set of evaluations, namely all that lead to the same counterexample: We
produce a generalized schema Sy, by replacing the rules and guards in S, which belong to the
threshold automaton STA[u] with the rules and guards of the sketch threshold automaton STA
(line 12). In line 13, we generate a generalized counterexample ¥. As U is derived from a
counterexample with valuations p and v, we know that W[v][u] is true. Further, for every
evaluation of the unknowns p/, if W[v][y/] is true, then U[v][y'] is a counterexample. To
exclude all these evaluations ' at once, we conjoin ~W[v] with ©; in line 14, which gives us
new constraints on the unknowns, before entering the next loop iteration.

The synthesis loop terminates only in line 5, that is, if ©; is unsatisfiable. As, in this case,
O; is equivalent to false, the following observation guarantees that all satisfying assignments
of ©¢ have been explored and all solutions (if any exists) have been reported.

» Observation 1. At the beginning of every iteration ¢ > 0 of the synthesis loop in lines 3-14,
the following invariant holds: if y: U — Q is a satisfying assignment of formula ©g A -0,
then either: (1) p was previously reported as a solution in line 9, or (2) p was previously
excluded in line 14 and thus is not a solution. N

Completeness and termination for sane guards. Without restricting ©g, the search space
for coefficients is infinite. In the following, we show that restricting the synthesis problem to
sane guards bounds the search space.

The role of threshold guards is typically to check whether the number of distinct senders,
from which messages are received, reaches a threshold. We also use threshold guards in our
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models to bound the number of processes that go into a special crash state. In both cases,
one counts distinct processes and it is therefore natural to consider only those thresholds
whose value is in [0, n]. More precisely, if the guard has a form « > 4 - 7T or < @ - 77, then
for all parameter values that satisfy resilience condition it holds that 0 < u - 77 < n. We call
such guards sane for a given resilience condition.

Theorem 3 considers a general case of hybrid failure models [30] where different failure
bounds exist for different failure models (e.g., t; Byzantine faults and 5 crash faults), and
these failure bounds are related to the number of processes n by a resilience condition® of
the form n > Zle d;t; AVi. t; > 0. We bound the values of the coefficients of sane guards.

» Theorem 3. Let n > Zf:l d;t; ANVi.t; > 0 be a resilience condition, where k € N, 6; € Q
and §; >0, for 1 <i <k, and n,ty1,...,t; € Il are parameters. Fix a threshold guard

x>an+ (bit1 +...+bite) +¢  or x<an+ (bity + ...+ bgtr) + ¢,

where x € T, and a,by,...,bg,c € Q. If the guard is sane for the resilience condition, then
0< a <1, (1)

—0; — 1< b <0; +1, fOT‘(l”i:l,...,k (2)

201 +...+8) —k—1< ¢ <2001 +...4+0) +k+1. (3)

The case when k = 1 gives us the classical resilience condition where the system model
assumes one type of faults (e.g., crash), and the assumed number of faults ¢ is related to
the total number of processes n, by a condition n > dt > 0 for some § > 0. If the guard
that compares a shared variable and an + bt 4 ¢ is sane for the resilience condition, then we
obtain that 0 < a <1, -d—1<b<d+1,and —2§ — 2 < ¢ < 20 + 2. Any restriction of
the intervals from Theorem 3 to finite sets gives us completeness: If we reduce the domain
of variables from U to integers, or to rationals with fixed denominator (e.g., {5 for z € Z),
one reduces the search space to a finite set of valuations. All threshold-based distributed
algorithms we are aware of, use guards with coefficients that are either integers or rationals
with a denominator not greater than 3. Thus, we restrict our intervals by intersecting them
with the set of rational numbers whose denominator is at most D, for a given D € N.

The following corollary is a direct consequence of Theorem 3, and it tells us how to modify
intervals if the coefficients are rational numbers with a fixed denominator.

» Corollary 4. Let n > Ele d;t; AYi. t; > 0 be a resilience condition, where k € N, §; € Q

and §; > 0,1 <i <k, and n,t1,...,tx €Il are parameters. Fiz a threshold guard
> Ly ét+ +@t 4 & <%ny ﬁt+ +@t + <
T2 Hn pht--t gt D or T<pn plt-- T gt L
where x € T, @,by, ... by, é € Z, D € N. If the guard is sane for the resilience condition then
0<a <D, (4)
D(=6; —1) < by < D(6; +1), foralli=1,... k, (5)
D(—2(61+...40)—k—-1)< ¢ <D2(01+...+ )+ E+1). (6)

! Because a guard that is sane for a weaker resilience condition, is also sane for a stronger one,
Theorem 3 and Corollary 4 also hold for any resilience condition that follows from this one, e.g.,
n > max{diti,...,0ktr} AVi. t; > 0. We can use the same intervals, confirmed by the same proofs as
in Appendix A. However, our benchmarks use the form of resilience conditions of Theorem 3.
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Figure 6 A sketch threshold automa- Figure 7 A sketch threshold automaton for reliable
ton for folklore reliable broadcast broadcast with Byzantine and crash faults

Constraints (4)—(6) constitute the sanity box that function boundy computes in Figure 5.
By fixing D, we restrict ©¢ to have finitely many satisfying assignments (integers). Hence,
the loop terminates. Statements similar to Theorem 3 and Corollary 4 can be derived for
other forms of threshold guards, e.g., for thresholds with floor or ceiling functions.?

5 Case Studies and Experiments

We have extended ByMC [20, 19] with the synthesis technique presented in this paper. A
virtual machine with the tool and the benchmarks is available from: http://forsyte.at/
software/bymc.> ByMC is written in OCaml and uses Z3 [11] as a backend SMT solver.
We ran the experiments on two systems: a laptop and the Vienna Scientific Cluster (VSC-3).
The laptop is equipped with 16 GB of RAM and Intel® Core™ i5-6300U processor with
4 cores, 2.4 GHz. The cluster VSC-3 consists of 2020 nodes, each equipped with 64 GB
of RAM and 2 processors (Intel® Xeon™ E5-2650v2, 2.6 GHz, 8 cores) and is internally
connected with an Intel QDR-80 dual-link high-speed InfiniBand fabric: http://vsc.ac.at.

We synthesize thresholds for asynchronous fault-tolerant distributed algorithms. We
consider reliable broadcast and fast decision for a consensus algorithm. In the case of reliable
broadcast we consider different fault models, namely, crashes [7] and Byzantine faults [29], as
well as a hybrid fault model [30] with both, Byzantine and crash failures. For fast decision,
we consider the one-step consensus algorithm BOSCO for Byzantine faults [28].

Reliable broadcast for crash and/or Byzantine failures. Figure 7 shows a sketch threshold
automaton of a reliable broadcast that should tolerate f. < t. crash and f, < t;, Byzantine
faults under the resilience condition n > 3t 4 2t.. For our experiments under simpler failure
models— only Byzantine and crash faults—we use the sketch threshold automata from
Figures 2 and 6. However, the same thresholds can be obtained by setting . = f. = 0 and
ty = fp = 0 in the automaton from Figure 7, respectively. In Figure 2, we do not need a
dedicated crash state, as we only model correct processes explicitly, while Byzantine faults
are modeled via the guards (cf. Example 1). The automaton from Figure 6 can be obtained
from Figure 7 by removing the location fsg.

2 Theorem 6 and Corollary 7 in Appendix B consider floor and ceiling functions. Our benchmarks do not
make use of such thresholds.
3 See http://forsyte.at/opodisi7-artifact/ for detailed instructions on using the tool.
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Table 1 Synthesized solutions for reliable broadcast that tolerates: crashes (Figure 6), Byzantine
faults (Figure 2), and Byzantine & crash faults (Figure 7). We used the laptop in the experiments.

Resilience condition Specs #Solutions Threshold 705 Threshold 7Tac Call.s.to Time,
verifier seconds
n>te, tp =0 U, C, R 1 true 1 12 6
n — 2t n —tp
n > 3ty, tc =0 U, C, R 3 tpy+1 2ty + 1 31 16
ty + 1 n—tp
n > 3ty, te =0 U, C, R None — — 25 7
n—2tb—2tc n—tb—tc
n > 3ty + 2t U, C, R 3 ty+1 2ty + te 34 50
ty +1 n—ty, —tc
n > 3ty + 2t. U, C, R None — — 21 12
n > 3ty + L. U, C, R None — — 29 24

The algorithms we consider are the core of broadcasting algorithms, and establish
agreement on whether to accept the message by the broadcaster. Similar to Example 1,
processes start in locations ¢; and £y, which capture that the process has received and has
not received a message by the broadcaster, respectively. A correctly designed algorithm
should satisfy the following properties [29]:

(U) Unforgeability: If no correct process starts in £, then no correct process ever enters fac.

(C) Correctness: If all correct processes start in ¢1, then there exists a correct process that
eventually enters fac.

(R) Relay: Whenever a correct process enters {ac, all correct processes eventually enter £ac.

In the following discussion we use Figure 7 as example. We have to sketch the guards ¢cr,
dotose, and Pac. At most f. processes can move to the crashed state {cg. The algorithm
designer does not have control over the crashes, and thus we fix the guard ¢cgr to be nc < f.:
The shared variable nc maintains the actual number of crashes (initially zero), which is
used only to model crashes and thus cannot be used in guards other than ¢cr. To properly
model that a processes can crash during a “send to all” operation (non-clean crash), we
introduce two shared variables: the variable echos stores the number of echo messages that
are sent by the correct processes (some of them may crash later), and the variable echosCF
stores the number of echo messages that are sent by the correct processes and the faulty
processes when crashing. Hence, the action send increases both echos and echosCF, whereas
the action sendF increases only echosCF.

We define the thresholds Tgiose and 7ac as (?iE -n + ?§E “ty + ?EE “te + ?EE) and
(?GAC -n + ?ﬁc cty + ?cAC cte + ?dAC) respectively. Hence, ¢gose and ¢ac are defined as
echosCF + f;, > 7owose and echosCF + f;, > 7ac. As discussed in the introduction, we add f
to echosCF to reflect that the correct processes may —although do not have to—receive
messages from Byzantine processes. For reliable communication, we have to enforce:

FEvery correct process eventually receives at least echos messages. (RelComm)

As threshold automata do not explicitly store the number of received messages, we
transform (RelComm) into a fairness constraint, which forces processes to eventually leave a
location if the messages by correct processes alone enable a guard of an edge that is outgoing
from this location. That is, there is a time after which the following holds forever:

K[l1] = 0 A (echos < Torose V K[lg] = 0) A (echos < 7ac V (k[lp] = 0 A k[lsg] = 0)). (Fair)
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Table 2 Synthesized solutions for variations of reliable broadcast and specifications (X)—(Z).

Resilience condition Specs #Solutions Threshold o5 Threshold Tac Calls to Time,
verifier seconds
n>3ty, te =0 X,C, R None — — 15 2
n — 2ty n—ty
n>3t,+2 te=0 X, C R 3 ty+ 3 2, + 3 35 12
ty + 3 n—tp
n > 3ty, te =0 Y, C, R None — — 28 6
n — 2ty n—ty
n >4ty te =0 Y,C, R 3 2 + 1 3ty + 1 33 12
th + 1 n— tb
n > 3ty + 2t U, 7, R 2 Z I 1 ;b’j’;;ﬁ 11 31

Table 1 summarizes the experimental results for reliable broadcast, when looking for
integer solutions only. The cases t, = 0 and ¢. = 0 correspond to the algorithms that tolerate
only crashes (Figure 6) and only Byzantine faults (Figure 2) respectively. For these cases,
we obtained the solutions known from the literature [29, 7] and some variations. Moreover,
when the resilience condition is changed from n > 3t to n > 3t;, our tool reports no solution,
which also complies with the literature [29]. In the case of f. crashes and f, Byzantine faults,
the tool reports three solutions. Moreover, when we tried to relax the resilience condition to
n > 3ty + 2t. and n > 3ty + t., the tool reported that there is no solution, as expected.

Variations of the specification. Our logic allows us to easily change the specifications. For

instance, we can replace the precondition of unforgeability “if no correct process starts in £1”

by giving an upper bound (number or parameter) on correct processes starting in ¢; that

still prevents entering fac, in specifications (X) and (Y). We also changed the precondition

of correctnesss “if all correct processes start in ¢1” in specification (Z):

(X) If at most two correct processes start in ¢1, then no correct process ever enters fac.

(Y) If at most t, correct processes start in £1, then no correct process ever enters fac.

(Z) If at least tp + t. + 1 non-Byzantine processes (correct or crash faulty) start in ¢, then
there exists a correct process that eventually enters fac.

Interestingly, we obtain new distributed computing problems that put quantitative
conditions on the initial state. These specifications are related to the specifications of
condition-based consensus [27]. Our tool automatically generates solutions, or shows their
absence in the case resilience conditions are too strong. Table 2 summarizes these results.

Byzantine one-step consensus. Figure 8 shows a sketch threshold automaton of a one-
step Byzantine consensus algorithm that should tolerate f <t Byzantine faults under the
assumption n > 3t. It is a formalization of the BOSCO algorithm [28]. The purpose of
the algorithm is to quickly reach consensus if (a) n > 5t and f =0, or (b) n > 7¢. In this
encoding, correct processes make a “fast” decision on 0 or 1 by going in the locations ¢pg
and ¢p1, respectively. When neither (a) nor (b) holds, the processes precompute their votes
in the first step and then go to the locations ¢y and ¢y, from which an underlying consensus
algorithm is taking over. In this sense, BOSCO can be seen as an asynchronous preprocessing
step for general consensus algorithms, and the properties given below contain preconditions
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gDO ¢AAS1<TD0A51<7'D1/\So+f2Tuo/\S1<TU1

¢A/\so+f2TD0
O dansi<TpoAst <TpiAso+ f>TyoAsi+ f>7101

lseo™..

pa A1+ =701

Figure 8 A sketch threshold automaton for one-step Byzantine consensus. Labels of dashed
edges are omitted; they can be obtained from the respective solid edges by swapping 0 and 1.

for calling consensus in a safe way (see Fast Agreement below). Every run of a synthesized
threshold automaton must satisfy the following properties (for ¢ € {0,1} and j =1 —i):

(A) Fast agreement [28, Lemmas 3-4]: Condition k[¢pi] # 0 implies k[{p;] = k[fy;] = 0.
(O) Ome step: If n > 5t A f =0 or n > 7t, and initially k[¢;] = 0, then it always holds that
K[lpj] = 0 and k[lyo] = Kk[ly1] = 0. That is, the underlying consensus is never called.

(F) Fast termination: If n > 5t A f =0 or n > Tt, and initially k[¢j] = 0, then it eventually
holds that k[¢] = 0 for all local states different from #p;.

(T) Termination: It eventually holds that k[lg] = k[¢1] = 0 and k[lsgo] = K[lse1] = 0.

We define thresholds 7a, Tpo, 7p1, Tuo, Tu1 as 75 -n+ 7y -t+ 77 for € {A, D0, D1, U0, U1}.
Then, the guard ¢p is defined as: sp; + f > 7a. Interestingly, the thresholds appear in
different roles in the guards, e.g., so + f > 7pp and sy < Tpg- These cases correspond to
BOSCO'’s decisions on how many messages have been received and how many messages have
not been received “modulo Byzantine faults.”

As with reliable broadcast, we model reliable communication with the following fairness
constraint: For ¢ € {0,1}, from some point on, the following holds: k[ly] = 0 A k[f1] =
0A (501 <TA VS <T1i V R[@sa] = 0).

We bound denominators of rationals with two and use the sanity box provided by
Corollary 4. To reduce the search space, we assume that the guards for 0 and 1 are
symmetric, that is 720 = 22T and ?Y° = ?Y1. Still, BOSCO is a challenging benchmark for
verification [19] and synthesis. Since the verification procedure from Section 3 independently
checks schemas with SMT, we parallelized schema checking with OpenMPI, and ran the

experiments at Vienna Scientific Cluster (VSC-3) using 8-128 cores; Table 3 summarizes the
n43t+1
2

)

results. The tool has found four solutions for the guards: 7a = n—t [—%], TDo = TD1 =
and Tyo = 7u1 = %5t [+3]. In addition to the guards from [28], the tool also reported that
one can add or subtract % from several guards. Figure 9 demonstrates that increasing the

number of cores above 64 slows down synthesis times for this benchmark.

Variations of the BOSCO specifications. We relaxed the precondition for fast termination:
(U) If n > 5t A f = 0 and initially x[¢;] = 0, then it eventually holds that [¢] = 0 for all
local states different from /p;.
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Nr. of Calls to Nr. of Time I
Specs .
solutions verifier cores min. 3000 | @51 min 1
AOFT 4 516 128 39 1 esamin
[&] L 4
AOFT 4 432 96 25 3 : ©39 min
AOFT 4 425 64 24 g ]
AOFT 4 502 16 44 g 31 min )
AOFT 4 440 8 51 1500} Ce24min®25min
AOUT 0 376 8 40 T, B 178
AOVT 0 337 ] 33 Number of cores (16 cores per node)
Table 3 Experiments for one-step Byzantine consen- Figure 9 Synthesis times for BOSCO
sus for n > 3t running the parallel verifier at VSC-3 at Vienna Scientific Cluster (VSC-3)

(V) If n > 7t and initially &[¢;] = 0, then it eventually holds that k[¢] = 0 for all local states
different from /p;.
As can be seen from Table 3, specifications (U) and (V') have no solutions.

6 Discussions

The classic approach to establish correctness of a distributed algorithm is to start with a system
model, a specification, and pseudo code, all given in natural language and mathematical
definitions, and then write a manual proof that confirms that “all fits together.” Manual
correctness proofs mix code inspection, system assumptions, and reasoning about events in
the past and the future. Slight modifications to the system assumptions or the code require
us to redo the proof. Thus, the proofs often just establish correctness of the algorithm,
rather than deriving details of the algorithm — like the threshold guards — from the system
assumption or the specification.

We introduced an automated method that synthesizes a correct distributed algorithm
from the specifications and the basic assumptions. Our tool computes threshold expressions
from the resilience condition and the specification, by learning the constraints that are
derived from counterexamples. Learning dramatically reduces the number of verifier calls. In
case of BOSCO, the sanity box contains 236 vectors of unknowns, which makes exhaustive
search impractical, while our technique only needs to check approximately 500 vectors.

In addition to synthesizing known algorithms from the literature, we considered several
modified specifications. For some of them, our tool synthesizes thresholds, while for others it
reports that no algorithm of a specific form exists. The latter results are indeed impossibility

results (lower bounds on the fraction of correct processes) for fixed sketch threshold automata.

To ensure termination of the synthesis loop, we restrict the search space, and thus the
class of algorithms for which the impossibility result formally applies. First, while we restrict
the search to sane guards, the same synthesis loop can also be used to synthesize other
guards. However, in order to ensure termination, a suitable characterization of sought-after
guards should be provided by the user. Second, for reliable broadcast we consider only
threshold guards with integer coefficients that can express thresholds like n — ¢ or 2t + 1. For

n n

BOSCO, we only allow division by 2, and can express thresholds like § or T*t While from

a theoretical viewpoint these restrictions limit the scope of our results, we are not aware of

a distributed algorithm where processes wait for messages from, say, % or 1555 processes.

To strengthen our completeness claim, we would need to formally explain why only small
denominators are used in fault-tolerant distributed algorithms.
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APPENDIX
A Detailed Proofs

In order to prove Theorem 3, we first prove mathematical background of it, i.e., Lemma 5.

» Lemma 5. Fiz a k € N, and for every i € {1,...,k} fix 6; > 0. Let a,by,...,bg,c be
rationals for which the following holds: for everymn,ty,...,tx € N such thatn > Zle d;t; >0,
it holds that 0 < an + Zle bit; + ¢ <n. Then it is the case that

0< a <1, (7)
—0;—1< b; <6;+1, foralli=1,...,k (8)
26 . 4O —k—1< ¢ <261 +...4+6) +k+1. (9)

Proof. Let Prc be the set of all tuples (n,t1,...,t;) € NFt1 that satisfy n > Zle d;t; > 0.
Thus, we assume that for a, by, ...,bg,c € Q the following holds:

k
0<an+ Zbiti +c¢<m, forall (n,ty,...,t) € Pre. (10)
i=1

We show that if any of the conditions (7)—(9) is violated, we obtain a contradiction by finding
(n%,19,...,19) € Pgre such that 0 < an® + 2% | ;¢ + ¢ < n° does not hold.
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Proof of (7). Let us first show that 0 < a < 1.

Assume by contradiction that @ > 1. From (10) we know that for every (n,t1,...,t;) €
Prc holds n > an + Zle bit; + ¢, that is, (1 —a)n > Ele b;t; +c. Since 1 —a < 0, we
obtain

SF bt 4 c

n <
l1—a

, for all (n,ty,...,t;) € Pre. (11)

: bitd+
Consider any tuple (n°,t9,...,t7) € N**1 where n® > max {E 5;t?, Zfac} By
construction, we obtain: (i) the tuple is in Prc because n® > Zz’:l §;1%, and (ii) we have

P b0
n® > Z%aﬂ such that we arrive at the required contradiction to (11).
Assume now that a < 0. Again from (10) we have that for all (n,¢1,...,t;) € Pre holds
an + Zle b;t; + ¢ > 0, or in other words an > — Zle bit; — c. As a < 0, this means that

— i biti — ¢

a

n < , for every (n,t1,...,tx) € Ppre. (12)

— k bt?—
Consider a tuple (n%¢7,...,t)) € N*1 with n% > maX{Zf_l 5;tY, Zmi“} By
construction it holds that n® > Zle §;t?, and thus the tuple is in Prc. Also by construction
— k b t?—

it holds that n® > # which is a contradiction with (12).

Proof of (8). Let us now prove that —0; —1 < b; < §; +1, for an arbitrary i € {1,...,k}.

Assume by contradiction that b; > §;+1. Recall from (10) that for all (n,t1,...,t;) € Pgre
holds an + 25:1 bjt; + ¢ < n, or in other words (1 — a)n > Z?Zl b;t; + c. Since a € [0,1],
then (1—a)n < n, for every n > 0. Since b; > 0; +1, and ¢; > 0, it holds that b;t; > (§; +1)t;.
Thus, we have that for every (n,ty,...,tx) € Prc holds that

k
(1-a)n Z >0+ Dt + > bitj+e.

Jj#i

In other words, we have that

(’I”L - 51'751‘) — ijtj —c> ti, for all (n,tl, . ,tk-) S PRC~ (13)
i
Consider the tuple (n°,t9,...,t?) € N¥! such that t? = max{1, > (05 —bj) —c+2},
=1 for j # i, and n® = ijl 6jt9 +1= Z#i §; + 6;tY + 1. This tuple is in Pre
since n® > 2521 6;t. Let us check the inequality from (13). By construction we have
(no—éit?)—zj# bjtg—c = Zj;éi 6j+6it?+1_5it?_zj7gzb —c, that is, Zj;éi(6j_bj)_c+17
which is strictly smaller than ¢ by construction. Thus, we obtained a contradiction with (13).
Let us now assume b; < —§; — 1. Recall from (10) that for all (n,t1,...,tx) € Pre holds
0< an—&-Z?zl b;t; +c. Since a € [0, 1], for every n € N holds an < n, and since b; < —d; —1,

we have b;t; < —d;t; — t;, for every ¢; > 0. Thus, for every (n,t1,...,t;) € Prc we have
k
0<an—|—th+c<n+ —|—th + c.
Jj=1 JFi

In other words, we have that

t;, < (TL - 5iti) + ijtj + ¢, for all (n,tl, e ,tk-) € Pgre. (14)
J#i
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Consider the tuple (n%¢7,...,t)) € N*1 where t? = max{> (6 +bj) + ¢+ 2,1},
t? = 1, for every j # 4, and n® = Z?zl @t? +1 = Z#i §; + 6;t? + 1. This tuple is
in Prc, since n® > Zle §;t%. Let us check the inequality from (14). By construction
we have (’I”LO — 5it?) + Zj?éi bjt? +c = Zj;éi 5j + (Szt? +1-— (Sit? + Ej;éi b]’ + ¢, that is,
>_j2i(0; +bj) +c+ 1, which is strictly smaller than t? by construction. This gives us a
contradiction with (14).

Proof of (9). And finally, let us prove that —2 Zle 0i—k—1<c<2 Zle 0 +k+1.

Assume by contradiction that ¢ > 2 Zle 0; + k+ 1. Recall that for every (n,t1,...,t;) €
Prc holds n > an + Zle bit; + ¢, by (10). Since a > 0, b; > —§; — 1, for every i = 1,...  k,
and ¢ > 2 Zle 0; + k + 1, then we have that

k k k

n > CLTL—FZbit,‘—FC > Z(—éz—l)tz+2251+k+l, for all (n,tl, e ,tk-) € Pgre. (15)
i=1 i=1 i=1

Consider the tuple (n°,¢9,...,t9) where t = ... =) =1, and n" = Ele §it? +1 =

Zl‘le d; + 1. The tuple is in Prc since n® > Zle §;t?, but by construction it holds that
S (6 1) 425 S+ k+1=3"F 5 1 1=nO, which is a contradiction with (L5).

Assume by contradiction that ¢ < —2 Zle d; — k — 1. Recall that for all (n,t1,...,t;) €
Prc holds 0 < an + Zf:l bit; + ¢, by (10). Since a <1, b; < 0; + 1, for every 1 = 1,...,k,

and ¢ < —2 Zle d; — k — 1, then we have that

k k k
0<an+» biti+e<n+y (6;+1)t;—2) 6 —k—1, forall (n,t1,...,t;) € Prc. (16)

i=1 i=1 i=1

Consider the tuple (n°,¢9,...,t9) where t? = ... =0 =1, and n® = 2?21 St +1 =
Zle d; + 1. This tuple is in Pgc since n® > Zle 5;t?, but by construction it holds that
n? + Zle(éi + 1)) —2 Zle d; —k —1 =0, which is a contradiction with (16). <

Proof of Theorem 3. As the given guard is sane for the resilience condition, the number
compared against a shared variable should have a value from 0 to n. For every tuple
(n,t1,...,t;) of parameter values satisfying the resilience condition, it should hold that
0<an+ Zle bit; + ¢ < n. We may thus apply Lemma 5 and the theorem follows. <

Proof of Corollary 4. Using the fact that z < % < y implies that Dx < d < Dy, for a

D € N, this corollary follows directly from Theorem 3. <

B Thresholds with floor and ceiling functions

The following theorem considers threshold guards that use the ceiling or the floor function.
It uses the same reasoning as in Theorem 3, combined with the properties of these functions.

Namely, for every = € R it holds that z < [z] <z +land z — 1 < |z]| < z.

» Theorem 6. Fiz a k € N. Let n > Zle d;it; AVi.t; > 0 be a resilience condition, where
6; >0,i=1,...,k, and n,t1,...,tx € Il are parameters. Fix a threshold guard of the form

x> flan+ (bit1 + ...+ bgtr) +¢)  or x < f(an+ (bity1 +...+ bitx) +¢),
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where x € T’ is a shared variable, a,by,...,bg,c € Q are rationals, and f is either the ceiling
or the floor function. If the guard is sane for the resilience condition, then it holds that

0<a<l, (17)

51 <bi <8+ 1, foralli=1,... k (18)

—2(014 ... +0k) —k—2<c<2(01 4+ ...+ )+ k, if fis floor, or (19)
2001+ ... +60k) =k <c<2(61+...+0) +k+2, if fis ceiling. (20)

Proof sketch. The proof largely follows the arguments of the proof of Lemma 5 with fixed
denominators as in Corollary 4. The only remaining issue is that instead of constraints of
the form 0 < an + Zle bit; + ¢ < n, that are considered in Lemma 5, here we have to argue
about constraints of the form 0 < f (an + Zle bit; + c) < n, where f is the ceiling or the
floor function.

Let us first discuss the case when f is the ceiling function. As for every x € R holds that
z < [z] <z + 1, we have that

an+ (bity + ...+ bpty) +e < [an+ (bity + ... + brtg) + ¢] <an+ (bity +...+bgpty) +c+ 1.

Still, as the guard is sane, we have that 0 < [an + (bit1 + ... + brtr) + ¢] < n. Combining
these two constraints, we obtain that

O0<an+ (bit1+...+bgtx) +(c+1) and an+ (bity + ...+ bity) + ¢ < n.

With these constraints, we can derive a contradiction following the proof of Lemma 5.
Similarly, if f is the floor function, we use the fact that for every x € R holds that
z —1 < |z| < z. Therefore, we have that

an+ (bity1 + ...+ bgty)+e—1 < |lan+ (bity + ... + bitr) + ¢] <an+ (bit1 +...+bptr) +c.
As 0 < [an+ (bit1 + ...+ bitr) + ¢] < n, we obtain that

0<an+ (bit1+...+bity) +¢ and an+ (bit; +... +btg) + (c—1) < n.
And again, the rest of the proof follows the line of the proof of Lemma 5. <

If coefficients in guards have a fixed denominator, we can obtain intervals for numerators
as a direct consequence of Theorem 6.

» Corollary 7. Fix a k € N. Let n > Zle O;t; ANVit; > 0 be a resilience condition, where
0;>0,i=1,...,k, and n,t1,...,tx €Il are parameters. Fiz a threshold guard of the form

~ k ~ ~ k ~
a b; ¢ a b; ¢
i=1 i=1

where x € T is a shared variable, @, by, ..., by, ¢ € Z are integers, D € N, and f is either the
ceiling or the floor function. If the guard is sane for the resilience condition, then it holds

0 <a <D, (21)

D(—0; — 1) <b; < D(6; + 1), foralli=1,...,k, (22)

D(=2(01+ ...+ ) —k—2) <c < D(2(01 + ...+ ) + k), if f is floor, or (23)
D(=2(61 + ...+ 8,) — k) <c < D(2(61 + ...+ ) + k+2), if f is ceiling. (24)
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—— Abstract

BIP is a component-based framework for system design built on three pillars: behavior,
interaction, and priority. In this paper, we introduce first-order interaction logic (FOIL) that
extends BIP without priorities to systems parameterized in the number of components. We show
that FOIL captures classical parameterized architectures such as token-passing rings, cliques of
identical components communicating with rendezvous or broadcast, and client-server systems.

Although the BIP framework includes efficient verification tools for statically-defined sys-
tems, none are available for parameterized systems with an unbounded number of components.
On the other hand, the parameterized model checking literature contains a wealth of techniques
for systems of classical architectures. However, application of these results requires a deep under-
standing of parameterized model checking techniques and their underlying mathematical models.
To overcome these difficulties, we introduce a framework that automatically identifies paramet-
erized model checking techniques applicable to a BIP design. To our knowledge, this is the
first framework that allows one to apply prominent parameterized model checking results in a
systematic way.
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1 Introduction

Design, manufacture and verification of large scale complex hardware/software systems (e.g.,
cyber-physical systems) remains a grand challenge in system design automation [25]. To
address this challenge, the rigorous system design methodology [24] and the behaviour-
interaction-priority (BIP) framework [4] have been recently proposed. BIP comes with
a formal framework and a toolchain. The BIP framework has well-defined semantics for
modeling system behavior and architectures. The BIP toolchain supports verification of
high-level system designs and automatic system synthesis of low-level implementations from
high-level system designs.

The existing BIP tools focus on design and verification of systems with a fixed number of
communicating components [5, 22]. However, many distributed systems are designed with
parameterization in mind. For instance, the number of components in the system is not
typically fixed, but varies depending on the system setup. In this case, one talks about
parameterized verification, where the number of components is a parameter.

Model checking is a pragmatic approach to verification that has found many applications
in industry, e.g., see [19]. Many efforts were invested into extension of model checking to the
parameterized case, which led to numerous parameterized model checking techniques (see [9]
for a recent survey). Unfortunately, often parameterized model checking techniques come
with their own mathematical models, which makes their practical application difficult. To
perform parameterized model checking, the user has to thoroughly understand the research
literature. Typically, the user needs to first manually inspect the parameterized models and
match them with the mathematical formalisms from the relevant parameterized verification
techniques. Using the match, the user would then apply the decidability results (if any)
for the parameterized models, e.g., by computing a cutoff or translating the parameterized
model into the language of a particular tool for the specific architecture. Thus, there is a gap
between the mathematical formalisms and algorithms from the parameterized verification
research and the practice of parameterized verification, which is usually done by engineers
who are not familiar with the details of the research literature. In this paper, we aim at
closing this gap by introducing a framework for design and verification of parameterized
systems in BIP. With this framework, we make the following contributions:

1. We extend propositional interaction logic to the parameterized case with arithmetics,
which we call first-order interaction logic (FOIL). We build on the ideas from configuration
logic [21] and dynamic BIP [10]. FOIL is powerful enough to express architectures found in
distributed systems, including the classical architectures: token-passing rings, rendezvous
cliques, broadcast cliques, and rendezvous stars. We also identify a decidable fragment
of FOIL which has important applications in practice. This contribution is covered by
Section 3.

2. We provide a framework for integration of mathematical models from the parameterized
model checking literature in an automated way: given a parameterized BIP design, our
framework detects parameterized model checking techniques applicable to this design.
This automation is achieved by the use of SMT solvers and standard (non-parameterized)
model checkers. This contribution is covered by Sections 4 and 5.

3. We provide a preliminary prototype implementation of the proposed framework. Our
prototype tool takes a parameterized BIP design as its input and detects whether one of the
following classical results applies to this BIP design: the cut-off results for token-passing
rings by Emerson & Namjoshi [16], the VASS-based algorithms by German & Sistla [18],
and the undecidability and decidability results for broadcast systems by Abdulla et al. [1]
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and Esparza et al. [17]. More importantly, our framework is not specifically tailored to
the mentioned techniques. This contribution is covered by Sections 5 and 6.

We remark that our framework builds on the notions of BIP, which allows us to express
complex notions in terminology understood by engineers. Moreover, our framework allows
an expert in parameterized model checking to capture seminal mathematical models found
in the verification literature, e.g., [18, 17, 16, 13].

This paper is structured as follows. In Section 2, we briefly recall the BIP modeling
framework. In Section 3, we introduce our parameterized extension. In Sections 4 and 5,
we present our verification framework and the automatic system architecture identification
technique. In Section 6, we present the preliminary experiments. Section 7 closes with related
work, conclusions, and future work.

2 BIP without priorities

In this section, we review the notions of BIP [4] with the following restrictions: (i) states of
the components do not have specific internal structure; (ii) we do not consider interaction
priorities. While we believe that our approach can be extended to priorities, we leave this
for future work.

As usual, a labeled transition system is a tuple (.5, s, 4, R) with a set of locations S, an
initial location sg € S, a non-empty set of actions A, and a transition relation R C S x A x S.

» Definition 2.1 (Component type). A component type is a transition system B = (Q, (°, P, E)
over the finite sets Q and P. By convention, the set of actions P is called the set of ports.

Ports form the interface of a component type. We assume that, for each location, no two
outgoing transitions from this location are labeled with the same port. We also assume that
the ports of each component type, as well as the locations, are disjoint.

Let (Bo,...,Bk_1) be a tuple of component types, where each B; is (Q;, £7,P;, E;) for i €
[0,k). We introduce an infinite set of components {B;[j] | j > 0} for i € [0,k). A
component B;[j] = (Qi[4], 2], P:[5], E:[j]) is obtained from the component type B; by
renaming the set of ports. Thus, as transition systems, B;[j] and B, are isomorphic. We
postulate P;[j] N P;[j'] = 0, for j # 5.

A BIP model is a composition of finitely many components instantiated from the

component types (Bg,...,Br_1). To denote the number of components of each type, we
introduce a size vector N = (Ny, ..., Ni_1): there are N; components of component type B;,
for i € [0, k).

Coordination of components is specified with interactions. Intuitively, an interaction
defines a multi-party synchronization of component transitions. A BIP interaction is a finite
set of ports, which defines a possible synchronization among components.

» Definition 2.2 (Interaction). Given a tuple of component types (Bg,...,Bi_1) and a size
vector N = (N, ..., Nj_1) , an interaction v C {p € P;[j] | i € [0,k),7 € [0, N;)} is a set of
ports such that |y NP;[j]| <1 for all i € [0,k) and j € [0, N;), i.e., an interaction is a set of
ports such that at most one port of each component takes part in an interaction. If p € ~,
we say that p is active in ~.

» Definition 2.3 (BIP Model). Given a tuple of component types (Bo,...,Bx_1) and a size
vector N = (N, ..., Ni_1), a BIP model (Bg,...,Bs_1)™' ! is a tuple (B,T), where B is the
set {B;[j] | ¢ €[0,k),7 € [0,N;)} and T is a set of interactions defined w.r.t. (Bo,...,Br_1)
and N.
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» Definition 2.4 (BIP operational semantics). Given a BIP model (By,... Br_1)V T, we
define its operational semantics as a transition system T'S((By,...,By_1)™1) = (S, s0,T, R),
where:

1. The set of configurations S is defined as the Cartesian product of the sets of locations of
the components Qévo X oee X (@ivff. Given a configuration s € S, we denote by s(i, j)
the j*" member of the tuple defined by the i*" product QY where j € [0, N;).

2. The initial configuration sy € S satisfies that so(i,7) = €?[j] for all i € [0,k) and
jeo,Ny).

3. The transition relation R contains a triple (s,7,s’), if, for each ¢ € [0, k) and j € [0, N;),
the j*™ component of type i

either has an active port p € y N P;[j] and (s(7,7),p, s'(i,7)) € E;[4],
or is not participating in the interaction v, i.e., y NP;[j] = 0 and s'(7, 5) = s(3, j).

Intuitively, the local transitions of components fire simultaneously, provided that their
ports are included in the interaction; other components do not move.

» Example 2.5 (Milner's scheduler). We follow the formulation by Emerson & Namjoshi [16].
A scheduler is modeled as a token-passing ring. Only the process that owns the token may
start running a new task. The component type Bg = (Qq, €9, Po, Eg) is given by the locations
Qo = {S0,---,S54}, the initial location £) = Sy, the port types Py = {snd, rcv, start, finish},
and the edges E( that are shown in the figure below:

S3 finish
So S Sa Sy

A component owns the token when in the location Sy, Sy, or S3. In Sy, a component
initiates its task by interacting on port start. The token is then sent to the component’s
right neighbor on the ring via an interaction on port snd. The component then waits until
(a) its initiated task has finished, and (b) the component has received the token again. When
both (a) and (b) have occurred, the component may initiate a new task. Note that (a) and
(b) may occur in either order.

Fix a number Ny € N. The following set of interactions represents the ring structure:

I'= {’7i~>j7Vstart(i)alyﬁnish(i) | 0 <4< Ngand j=Ei+1 mod nO}

where 7;_,; = {(snd, i), (rcv, j)} is the interaction passing the token from the i*" component
to the next component on the ring, while the interactions ysare(s) = {(start, 1)} and Yenish(i) =
{(finish, )} allow the i*" component to take the internal transitions labeled ’start’ and "finish’
respectively. The BIP model of the Milner scheduler of size Ny is (B,T'), where B is the set
of components {By[j] | j € [0, No)}.

3 Parameterized BIP without priorities

Since the number of possible interactions in a parameterized system is unbounded, and
each interaction itself may involve an unbounded number of actions, the set of all possible
interactions is infinite. Hence, we need a symbolic representation of such a set. To this end,
we propose first order interaction logic—a uniform and formal language for system topologies
and coordination mechanisms in parameterized systems. Using this logic, we introduce a
parameterized extension of BIP, and show that this extension naturally captures standard
examples.
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3.1 FOIL: First order interaction logic

In this section, we fix a tuple of component types (Bo,...,Bx_1). For each port p € P;

th component type, we introduce a unary port predicate with the same name p.

of an 14
Furthermore, we introduce a tuple of constants n = (ng,...,ng_1), which represents the
number of components of each type. We also assume the standard vocabulary of Presburger

arithmetic, that is, (0,1, <, +).

FOIL syntax. Assume an infinite set of index variables Z. We say that 1 is a first order
interaction logic formula, if it is constructed according to the following grammar:

= (i) | = |1 A |V by | Fitype; : 6. | Vistype; : . 1,

where p € PpU---UP;_1, ¢ € Z, and ¢ is a formula in Presburger arithmetic over index
variables and the vocabulary (0,1, <, 4, n).

Informally, the syntax Q i::type; : ¢. ¢, where Q € {3,V}, restricts the index variable ¢
to be associated with the component type B;. Notice, however, that this syntax does not
enforce type correctness of ports. For instance, one can write a formula 3i::type; : p(:) with
some p ¢ IP;. While this formula is syntactically correct, it is not in line with Definition 2.2
of interaction given in Section 2. To this end, we say that a FOIL formula is natural, if for
each of its subformulae Q i::type; : ¢. (i), for Q € {3,V}, and every atomic formula p(7)
of 9, it holds that p € P;. From here on, we assume FOIL formulae to be natural. We write
Ji::type;. ¢ as a shorthand for Ji::type; : true. .

FOIL semantics. We give the semantics of a FOIL formula by means of structures. A
first-order interaction logic structure (FOIL structure) is a pair §{ = (N, a): the set of natural
numbers N is the domain of £, while oy is the interpretation of all the predicates and of the
constants n. The symbols 0, 1, <, and + have the natural interpretations over N.

A valuation o is a function o : Z — N. We denote by o[z — j] the valuation obtained
from o by mapping the index variable x to the value j. Assignments are used to give values to
free variables in formulae. For a FOIL structure £ and a valuation o, the semantics of FOIL
is formally given as follows (the semantics of Boolean operators and universal quantifiers is
defined in the standard way):

€, 0 Eron p(i) iff ae(p) is true on o(4)
£,0 Evon Jiitype; 1 ¢. ¢ iff there is | € [0, ¢(n;)) such that
€7J[i — l] ):FO (b and £7J[i — l] ):FOIL ¢

where =, to denotes the standard 'models’ relation of first-order logic.
Finally, for a FOIL formula ¢ without free variables and a structure £, we write & Fron ¥,
if £, 00 Fron 1 for the valuation og that assigns 0 to every index i € Z.!

Decidability. It is easy to show that checking validity of a FOIL sentence? is undecidable,
and that FOIL contains an important decidable fragment:

» Theorem 3.1 (Decidability of FOIL). The following results about FOIL hold:

1 Since % has no free variables, our choice of o is arbitrary: for all o we have £, o |=rou. ¢ if and only if
&, 00 ':FOIL .

2 A FOIL formula with no free variables is called a sentence. A sentence is valid if it is satisfied by all
structures.
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(i) Validity of FOIL sentences is undecidable.
(ii) Validity of FOIL sentences in which all additions are of the form i + 1 is decidable.

Proof. (i) FOIL contains Presburger arithmetic with unary predicates, which is known to
be as strong as Peano arithmetic [20]. Hence, satisfiability and validity of FOIL formulae are
undecidable.

(ii) The formula j = ¢ + 1 is definable in FOIL by ¢ < j A j # i A Yeonsecutive(t, 7)),
where Y consecutive(i,7) = Vei:typer. (j <LANL < i) — (L =iV {L=j), where t is the type
of i and j. Hence, we can rewrite any FOIL sentence v in which all additions are of the
form i + 1 as an equi-satisfiable first-order logic sentence 3’ without using addition (+).
The sentence ¢’ belongs to S1S, the monadic second order theory of (N, 0,1, <), which is
decidable, see [27]. <

In the following, we restrict addition to the form 7 4 1, and thus stay in the decidable
fragment.

3.2 Interactions as FOIL structures

In contrast to Definition 2.2 of a standard interaction, which is represented explicitly as
a finite set of ports, we use first order interaction logic formulae to define all the possible
interactions in parameterized systems. Our key insight is that each structure of a formula
uniquely defines at most one interaction, and the set of all possible interactions is the union
of the interactions derived from the structures that satisfy the formula.

Intuitively, if p(j) evaluates to true in a structure &, then the j*" instance of the respective
component type—uniquely identified by the port p—takes part in the interaction identified
with £ Thus, we can reconstruct a standard BIP interaction from a FOIL structure by
taking the set of ports, whose indices are evaluated to true by the unary predicates. Formally,
given a FOIL structure £ = (N, a¢), we define the set ve = {(p,j) | i € [0,k), pe P;, j €
[0, e(n;)), ae(p)(j) = true}. In the following, the notation (p, j) denotes the port p of the
4" component of the type B; with p € P;.

Notice that ¢ does not have to be an interaction in the sense of Definition 2.2. Indeed,
one can define { whose set ¢ includes two ports of the same component. We say that &
induces an interaction, if v¢ is an interaction in the sense of Definition 2.2.

> Definition 3.2 (Parameterized BIP Model). A parameterized BIP model is a tuple
(B,n,1,¢e), where B = (Byg,...,Br_1) is a tuple of component types, ¢ is a sentence
in FOIL over port predicates and a tuple n = (ng,...,ng_1) of size parameters, and € is a
linear constraint over n.

The tuple n consists of the size parameters for all component types, and the constraint
€ restricts these parameters. For example, the formula (ng = 1) A (n; > 10) requires every
instance of a parameterized BIP model to have only one component of the first type and at
least ten components of the second type. The FOIL sentence ¢ restricts both the system
topology and the communication mechanisms, see Example 3.4.

» Definition 3.3 (PBIP Instance). Given a parameterized BIP model (B, n, ), €) and a size
vector N, a PBIP instance is a BIP model (By, ... ,Bk_1>N’F = (B,T), where B and T" are
defined as follows:

1. the numbers N satisfy the size constraint e,

2. the set of components B is {B;[j] | ¢ € [0,k) and j € [0, N;)}, and

201



l. Konnov, T.Kotek, Q. Wang, H. Veith, S. Bliudze, and J. Sifakis

3. the set of interactions I' consists of all interactions 7¢ induced by a FOIL structure £ such
that the size parameters n are interpreted in ¢ as N, and & satisfies ¢, i.e. ag(n) =N

and § ):FOIL .

In the rest of this section, we give three examples that show expressiveness of parameterized
BIP.

» Example 3.4 (Milner’s scheduler revisited). The parameterized BIP model of Milner’s
scheduler is ((Bg), (no), ¥, true), where By is from Example 2.5 and ¥ = ¥iopen V Vinternal
defined as follows. The formula ¥;oren defines the token-passing interactions and the formula
Vinternal defines the internal interactions of starting or finishing a task:

Vioken = 3i,jutypey : j = (1 + 1) mod ng. snd(2) A rcv(§) A Yoniy(i, j)
Yoniy(1,5) = Vlitypeg : £ # i AL F# j. ~snd(€) A —rev(€) A —start(i) A —finish(i)
Vinternal = Jtypeo. Yoniy (1, 1) A (start(i) V finish(i))

The formula ¥;ken, does not have free variables and holds for a structure £, if the
induced interaction 7. is a send-receive interaction along some edge 7 — j of the ring,
where j = (i + 1) mod ng. In fact, j = (i + 1) mod ng is just a shorthand for the formula:
(t+1<noANj=1i+1)V(i+1=noAj=0). The formula on (i, j) excludes any component
other than ¢ and j from participating in the interaction. (If ¢ = j then all components other
than ¢ are excluded.) The formula ¥;terna enables the transitions labeled with ’start” and
"finish’, in which only one component changes its location.

Observe that the semantics of FOIL forces the quantified variables i, j,¢ to be in the
range from 0 to Ny — 1. Hence, we omit explicit range constraints. For instance, ;oken iS
equivalent to the formula:

i, jtypeg : 0 < 4,5 <noA(j = (¢+1) mod ng). snd(i) A rcv(j) A Yony (s, )

The set of FOIL structures £ that satisfy ¢ induces the same set of interactions I' as in
Example 2.5. While Example 2.5 defines the set ' explicitly for any fixed value Ny, in the
parameterized setting the interactions are defined uniformly by a single FOIL formula ¢, for
all values of Nj.

In this example we do not restrict the initial locations so that exactly one process owns
the token in the initial configuration. This delicate issue is resolved in Section 5.4.

» Example 3.5 (Broadcast in a star). Let ((Bo,B1), (ng,n1), %, €) be a parameterized BIP
model with two component types and the size constraint € = (ng = 1). We also assume
that component type By (resp. B;) has only one port send (resp. receive), i.e., Py = {send}
and Py = {receive}. The FOIL formula ¢ = Fi::typey. send(i) specifies broadcast from the
component By[0], the center of the star, to the leaves of type B;. The set of interactions
defined by 1 consists of all sets of ports of the form {(send,0)} U {(receive,d) | d € D)} for
all D C [0,n1), including the empty set D = ().

» Example 3.6 (Barrier). Consider a barrier synchronization protocol, cf. [9, Example 6.6].

The component type By is as shown below:

neutral

P -
master 9 exit slave

exit follow

loopM loopN loopS

The location neutral is the initial location. A synchronization episode consists of three
stages:
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(i) First, a single component enters the barrier by moving to master.
(ii) Then, each of the others components moves to slave.
(iii) Finally, the master triggers a broadcast and all components leave the barrier by moving
to neutral.
The parameterized BIP model of the barrier synchronization protocol is ((Bo), (no), ¥, true),
where 1 = Vg0 V Yfotiow V Yexit, and the following formulae 40, Yfotiow, and ez describe
the interactions of stages (i), (ii), and (iii) respectively:

Yo = Fi:typeg. go(d) AVj::typeg : i # j. loopN(j)
Yiollow = 34, J:typeg. follow(i) A loopM ()N

Ve::typeg : i #£ L. loopM (€) V loopN (€) V loopS ()
Vewit = Vi:typeg. exit(i)

All three formulae enforce progress by requiring at least one process to change its state.

4 Parameterized model checking

In this section, we review the syntax and semantics of the indexed version of CTL", called
ICTL*, which is often used to specify the properties of parameterized systems [9]. Though
we use indexed temporal logics to define the standard parameterized model checking problem,
these logics are not the focus of this paper. Further, we introduce the parameterized model
checking problem for parameterized BIP design, and show its undecidability.

Syntax. For a set of index variables Z, the ICTL* state and path formulae follow the
grammar:

0 ::= true | at(q,) | 70| 01 AN O2 | Jiz:type; : ¢. 0 | Vitype; 1 ¢p. 0 | E@ | Ap, (state formulae)
pu=0-p|loiNp2 | Xo | Fo|Ge | piUeps. (path formulae)

where g € UOSj<k Qj; is a location, ¢ € 7 is an index, and ¢ is a formula in Presburger
arithmetic over size variables 1 and index variables from the set Z.

Semantics. Fix a BIP model (B, ... ,Bk_1>N’ I and its transition system M = (S, s, T, R)
= TS((By, ...,Bir_1)™"'T) as per Definition 2.4. To evaluate Presburger formulae, we use the
first-order structure PA = <N,O, 1, <, —|—,N>. The semantics of ICTL* formulae is defined
inductively using M and PA. We only briefly discuss semantics to highlight the role of
quantifiers in indexed temporal logics. For further discussions, we refer the reader to the
textbook [12].

State formulae are interpreted over a configuration s and a valuation of index variables
o :Z — N (the semantics of Boolean operators and universal quantifiers is defined in the
standard way):

M,s,0 Eicrs at(q,1) iff q=s(j,o0(i)), where g € Q;
M, s,0 Ecrx Jictype; ¢ 0 iff PA,o[i— 1] Ero ¢ and M, s,0[i — 1] Eierr 6 hold,
for some [ € [0, N;)
M,s,0 Ficrs Ep iff M,7,0 Ficrr ¢ for some infinite path 7 starting from s

Path formulae are interpreted over an infinite path 7, and the valuation function o as
follows (the semantics for Boolean operators and temporal operators F and G is defined in
the standard way):

M, 7,0 Ewcrx 0 iff M,s,0 Eiwcrix 0, where s is the first configuration of the path 7
M, 0 Fiens X iff M,7'o Fiets @ A
M, 7,0 s 91Up2  iff 3520, M, 77,0 e g2 and Vi < j. M, 7,0 Fcns @1,
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where 7* is the suffix of the path 7 starting with the i*® configuration.

Finally, given a formula ¢ without free variables, we say that M satisfies ¢, written
as M Eins @, if M, 80,00 Ewers @ for the valuation o that assigns zero to each index
from the set Z. The choice of oy is arbitrary, as for all o, it holds that M, sp, 0 Eers @ if
and only if M, sg, 00 Fiers @-

Now we are in the position to formulate the parameterized model checking problem for
BIP:

» Problem 4.1 (Parameterized model checking). The verification problem for a parameterized
BIP model (B, n,%,¢€) and an ICTL” state formula 0 without free variables, is whether every
instance (Bo, ..., Br_1)™"'T satisfies 0.

Not surprisingly, Problem 4.1 is undecidable in general. For instance, one can use the
proof idea [16] to obtain the following theorem. We do not give a detailed proof here: to a
large extent, it repeats the encoding of a unidirectional token ring, which we discuss later in
Section 5.4.

» Theorem 4.2 (Undecidability). Given a two-counter machine My, one can construct an
ICTL*-formula G —halt and a parameterized BIP model B = (B, n, ¥, €) that simulates My
and has the property: Ms does not halt if and only if (B, ... ,Bk_1>N’F = G —halt for all
instances of B.

5 Identifying the architecture of a parameterized BIP model

In the non-parameterized case, knowing the architecture is not crucial, as there are model
checking algorithms that apply in general to arbitrary finite transition systems. However, the
architecture dramatically affects decidability of parameterized model checking. Architecture
identification plays an important step in our verification framework. In this section, we show

how to identify system architectures automatically, and present applications to verification.

Our framework. For the sake of exposition, we assume that parameterized BIP models
have only one component type. Our identification framework extends easily to the general
case.

Given an architecture A, e.g., the token ring architecture, an expert in parameterized
model checking creates formula templates in FOIL (FOIL-templates) and in temporal logic
(TL-templates). FOIL-templates describe the system topology and communication mechanism
for the architecture A. TL-templates describe the behaviour of the component type required
by the architecture A, e.g., in a token ring, a component which does not have the token
cannot send the token. These templates are designed once for all parameterized BIP models
compliant with A. In the sequel, TL-templates are only used for token rings, thus we omit
them from the discussion of other architectures.

Given a parameterized BIP model ((B), (n), 1, €)—mnot necessarily compliant with the
architecture A—the templates for the architecture A are instantiated to FOIL formulae
e, ..., @ro™, and temporal logic formulae ¢7",...,¢;". The FOIL formulae guarantee
that the set of interactions expressed by the FOIL formula ¢ adheres to .A. The temporal
logic formulae guarantee that the behaviour of the component type B adheres to A. The
identification criterion is as follows: if @[ A--- A @l is valid and B f=r, 1" A--- Ag)*
holds, then the parameterized model ((B), (n),,€) is compliant with the architecture A. In
practice, we use an SMT solver to check validity of the FOIL formulae and a model checker

to check that the component type B satisfies the temporal formulae.
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In the rest of this section we construct FOIL-templates and TL-templates for well-
known architectures: cliques of processes communicating via broadcast, cliques of processes
communicating via rendezvous, token rings, and server-client systems in which processes are
organized in a star and communicate via rendezvous. We show that the provided templates
identify the architectures in a sound way.

5.1 The common templates for BIP semantics

As we discussed in Section 3.2, not every FOIL structure induces a BIP interaction. We show
that one can write a FOIL-template that restricts FOIL structures to induce BIP interactions.

The following template 1}o/c ction(Po) expresses that there is no component with more than

one active port: Vj::typeo. A\, . cp,. gzp "PI) V —a(j)

As expected, the template njo/L .. (Pg) restricts FOIL structures to BIP interactions:
> Proposition 5.1. Let Py be a set of ports, and n be the instantiation of i/t .ciion With Py.

A FOIL structure £ satisfies n if and only if € induces an interaction.

To express that a component has at least one active port, we introduce template
active(j) = Vpeﬂ% p(j). To simplify notation, parameterization of active(j) by Py is omitted.

5.2 Pairwise rendezvous in a clique

In a BIP model, components are said to communicate by binary rendezvous, if all the
allowed interactions consist of exactly two ports. The communication is said to be by
pairwise rendezvous, if there is a binary rendezvous between every two components. Pairwise
rendezvous has been widely used as a basic primitive in the parameterized model checking
literature, e.g., in [18, 3].

FOIL-templates. We construct a template using two formulae nZ%*(Po) and n<5*(Po):

The formula 77%02”’(1?’0) expresses that every interaction has at most two ports:

Vi, j, L::typeg. active(i) A active(j) A active(f) = i=jVj=LVi=L.
The formula 77202“(]?0) expresses that every interaction has at least two ports:

i, j:typeg : 1 # j. active(i) A active(y).

We show that the combination of ;%% . ion, 155", and nE%" defines pairwise rendezvous

communication in cliques of all sizes:

» Theorem 5.2. Given a one-type parameterized BIP model ((B),(n),v,¢€), if
(0 A QLo ion) > (MEOIL o AN NEGE A ESE) s wvalid, then for every instance BN'T, the
following holds: - N

1. every interaction is of size 2, that is, |y| =2 for v € T, and

2. for every pair of indices i and j such that 0 <1i,j < N and i # j and every pair of ports

p,q € Py, there is a FOIL structure & such that & FEpon, ¥ A p(3) A q(F).

Proof. Fix an instance BT of ((B), (n),,€).
To show Point 1, fix an interaction v of B™' . By Definition 3.3, there is a FOIL
structure £ such that & = ¥ and v = y¢. As ¢ induces an interaction, by Proposition 5.1,

FOIL 41

Ol action Hence, since (1 A
FOIL FOIL FOIL FOILY 3 3 w. 1Q < FOIL FOIL

Ninteraction) <> (Mimteraction N~ A1) is valid we conclude that § also satisfies 755" AnZy".

This immediately gives us the required equality || = 2.

we immediately have that v¢ satisfies the instantiation of 7
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To show Point 2, fix a pair of indices ¢ and j such that 0 < 4,57 < N and i # j
and a pair of ports p,q € Py. The set v = {(p,4),(g,7)} is an interaction. Obviously,
one can construct a FOIL structure ¢ that induces v. Since i # j and |y¢| = 2, it holds
that & Erow Minicraction N152 " AN<5" . Thus, since (Y AN Eraction) < (Minieraction N5 ANES")
is valid, it follows that & =pon, ¥. From this and that & induces the interaction v, we conclude

that f ):FOIL '(/J /\p(’i) A q(]) <

In Theorem 5.2, the right-hand side of the equivalence does not restrict which pairs of
ports may interact, e.g., it does not require the ports to be the same. Thus, if ¢ is more
restrictive than the right-hand side of the equivalence, validity will not hold. Obviously, one
can further restrict the equivalence to reflect additional constraints on the allowed pairs of
ports. Moreover, one may restrict which ports are required by the template to communicate
via pairwise rendezvous for compositionality, e.g. to allow other ports to participate in other
communication primitives and in internal transitions. (One may augment or restrict the
templates of all the architectures below similarly.)

Applications. Theorem 5.2 gives us a criterion for identifying parameterized BIP models,
where all processes may interact with each other using rendezvous communication. To verify
such parameterized BIP models, we can immediately invoke the seminal result by German &
Sistla [18, Sec. 4]. Their result applies to specifications written in indexed linear temporal
logic without the operator X .

More formally, we say that an ICTL* path formula x(¢) is a 1-LTL\ X formula, if x has only
one index variable ¢ and x does not contain quantifiers 3, V, A | E, nor temporal operator X .
Given a parameterized BIP model ((B), (n),,¢€) and a 1-LTL\ X formula x, one can check in
polynomial time, whether every instance BV T

5.3 Broadcast in a clique

In BIP, components communicate via broadcast, if there is a “trigger” component whose
sending port is active, and the other components either have their receiving port active, or
have no active ports. In this section, we denote the sending port with send and the receiving
port with receive. Our results can be easily extended to treat multiple sending and receiving
ports. In a broadcast step, all the components with the active ports make their transitions
simultaneously. Broadcasts were extensively studied in the parameterized model checking
literature [17, 23].

One way to enforce all the processes to receive a broadcast, if they are ready to do so, is
to use priorities in BIP: an interaction has priority over any of its subsets. In this paper,
we consider BIP without priorities. In this case, one can express broadcast by imposing
the following restriction on the structure of the component type B: every location has a
transition labeled with the port receive. This restriction enforces all interactions to involve all
the components, though some of the components may not change their location by firing
a self-loop transition. This requirement can be statically checked on the transition system
of B, and if the component type does not fulfill the requirement, it is easy to modify the
component type’s transition system by adding required self-loops.

FOIL-templates. First, we define the formula n;%% (Py), which guarantees that every
interaction includes one sending port by one component and the receiving ports of the other

components:

Fi::typeg. send(i) AVj::typeg : j # i. receive())
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FOIL .
wnteraction

We show that the combination of 7
sizes:

and n;o%, defines broadcast in cliques of all

» Theorem 5.3. Given a one-type parameterized BIP model ((B),(n),v,e), if
(Y AECIE - cvion) <> (MEOLE  vion AMEOIL ) is valid, then for every instance BN:T, the following
holds:
1. every interaction consists of one send port and N — 1 receive ports.
2. for every index ¢, such that 0 < ¢ < N, there is a FOIL structure £ satisfying the
following:
€ Erom ¥ A send(c) ANVj::typeg : j # c. receive(y).

Proof. The proof follows the same principle as the proof of Theorem 5.2. <

Applications. Theorem 5.3 gives a criterion for identifying parameterized BIP models in
which all components may send and receive broadcast. Its implications are two-fold. First,
it is well-known that parameterized model checking of safety properties is decidable [1] (cf.
the discussion in [17]), and there are tools for well-structured transition systems applicable
to model checking of parameterized BIP. Second, parameterized model checking of liveness
properties is undecidable [17]. From the user perspective, this indicates the need to construct
abstractions, or to use semi-decision procedures.

Identifying sending and receiving ports. Now we illustrate how to automatically detect
the sending and receiving ports in a parameterized BIP model. We say that a port p € Py in
the component type may be a sending port, if in every interaction exactly one component
uses this port. Similarly, we say that a port ¢ € Py in the component type may be a receiving
port, if in every interaction all but one component use this port. Intuitively, we have to
enumerate all port types and check whether they are acting as sending ports or receiving
ports. Formally, to find whether p is a potential sending port and ¢ is a potential receiving
port, we check whether the following is valid:

U A Nimseraction N Jizitypeo. (p(i) V q(i)) — (3iz:typeo. p(i) AVi::typeo : j # i q(j))

5.4 Token rings

Token ring is a classical architecture: (i) all processes are arranged in a ring, (ii) the ring
size is parameterized but fixed in each run, and (iii) one component owns the token and
can pass the token to its neighbor(s). It is easy to express token-passing with rendezvous,
so we re-use the templates from Section 5.2. We assume that there is a pair of ports: the
port send giving away the token and the port receive accepting the token. We do not allow
the token to change its type, as the parameterized model checking problem is undecidable in
this case [26, 16]. Nevertheless, it is easy to extend our results to multiple token types. Here
the token is passed in one direction, that is, every component may only receive the token
from one neighbor and may only send the token to its other neighbor.

TL-templates. Following the standard assumption [16], we require that every process sends
and receives the token infinitely often. We encode this requirement as a local constraint in a
form of an LTL formula that is checked against the component type (and not against a BIP
instance):

G (receive — X (—receive U send)) NG (send — X (=send U receive))
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The left conjunct forces a component that has the token to eventually send it. The right
conjunct prevents a component from sending the token twice before receiving it back.

FOIL-templates. We extend the pairwise rendezvous templates with a formula 705, (Po)

that restricts the interactions to be performed only among the neighbors in one direction:
3i, 5 typeg. (j = (i + 1) mod ng). send(i) A receive(y)

The modulo notation “j = (i + 1) mod ng” can be seen as syntactic sugar, as it expands
into(t=ng—1—=7=0A>GE<ny—1—j=i+1).

» Theorem 5.4. Given a one-type parameterized BIP model ((B),(n),v,e), if

FOIL FOIL FOIL FOIL FOIL ; ; ; N,T
(w A ninteraction) < (ninteraction N 7722 A 7752 A nuniring) s U(llld, then every instance B™
satisfies:

1. every interaction v € T is of the form {send(c), receive(d)} for some indices ¢ and d such
that 0 < ¢,d < N and d = (¢c+ 1) mod N, and

2. for every index ¢ such that 0 < ¢ < N and the index d = (c+ 1) mod N, there is a FOIL
structure & such that & Epon, ¥ A send(c) A receive(d).

Proof. The proof follows the same principle as the proof of Theorem 5.2. <

Distributing the token. The token ring architecture assumes that initially only one com-
ponent has the token. Emerson & Namjoshi [16] assumed that the token was distributed
using a “daemon”, but this primitive is obviously outside of the token ring architecture. Our
framework encompasses token distribution. To this end, we restrict the transition system of
the component as follows:
We assume that the location set QQp of the component type By is partitioned into two
sets: Q4 is the set of locations possessing the token, and QBt°* is the set of locations
without the token. The initial location does not possess the token: (0 € Qptok.
We assume that there are two auxiliary ports called master and slave that are only used
in a transition from the initial location ¢°. There are only two transitions involving ¢°:
the transition from ¢° to a location in Q¥ that broadcasts via the port master, and the
transition from ¢° to a location in Q4*°F that receives the broadcast via the port slave. The
broadcast interaction can be checked with the constraints similar to those in Section 5.3.

Applications. Theorem 5.4 gives us a criterion for identifying parameterized BIP models
that express a unidirectional token ring. This criterion has a great impact: one can apply
non-parameterized BIP tools to verify parameterized BIP designs expressing token rings.
As Emerson & Namjoshi showed in their celebrated paper [16], to verify parameterized
token rings, it is sufficient to run model checking on rings of small sizes. The bound on the
ring size—called a cut-off —depends on the specification and typically requires two or three
components.

5.5 Pairwise rendezvous in a star

In a star architecture, one component acts as the center, and the other components commu-
nicate only with the center. The components communicate via rendezvous (considered in
Section 5.2). This architecture is used in client-server applications. Parameterized model
checking for the star architecture was investigated by German & Sistla [18]. We assume
that a parameterized BIP model contains two component types: By with only one instance,
and B; that may have many instances.
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Table 1 Experimental results of identifying architecture models. The column “Outcome” indicates,
whether the benchmark was recognized to have the given architecture (positive), or not (negative).
The experiments were performed on a 64-bit Linux machine with 2.8GHz x 4 CPU and 7.8GiB
memory.

Benchmark Architecture model Outcome | Time (sec.) | Memory (MB)
Milner’s scheduler | uni-directional token ring positive 0.068 <10
Milner’s scheduler | broadcast in clique negative 0.016 <10
Semaphore pairwise rendezvous in star positive 0.096 <10
Semaphore pairwise rendezvous in clique negative 0.084 <10
Barrier broadcast in clique positive 0.028 <10
Barrier pairwise rendezvous in star negative 0.008 <10

FOIL-templates. The requirements of rendezvous communication are defined in Section 5.2.
We add the restriction nfoF.. that the center is involved in every interaction:
Ji::typeg. activeg(i). By restricting e to have only one instance of type By, we arrive

at Theorem 5.5, which to a large extent is a consequence of Theorem 5.2.

» Theorem 5.5. Given a two-component parameterized BIP model ((Bo,B1), (ng,n1), ¥, €),
Zf (w A nf??t%raction) A (ng(;tjéraction A nFé%IL A 77%02[L A 775;?267) and € < (’I’Lo = 1) are both Ualid’
then every instance (Bg, By )No- N T qdmits only the rendezvous interactions with the center,
i.e., the only component of type By.

Applications. Theorem 5.5 gives us a criterion for identifying parameterized BIP models,
where the user processes communicate with the coordinator via rendezvous. To verify such
parameterized BIP models, we can immediately invoke several results by German & Sistla [18,
Sec. 3]. First, one can analyze such parameterized BIP models for deadlocks, which is of
extreme importance to the practical applications of BIP. Second, the results [18] reduce
parameterized model checking to reachability in Petri nets, which allows one to use the
existing tools for Petri nets.

6 Prototype implementation and experiments

We have implemented a prototype of the framework introduced in Section 5. This prototype
uses the following architecture templates: (a) pairwise rendezvous and broadcast in cliques,
(b) token rings, (c) and pairwise rendezvous in stars. As described in Section 5 (see our
framework), given a parameterized BIP model, the tool constructs a set of FOIL formulae and
a set of temporal formulae. The parameterized BIP model follows a predefined architecture,
if the FOIL formulae are valid and the component types satisfy the temporal formulae. Our
implementation uses nuXmv [11] to check temporal formulaec and Z3 [14] to check validity of
first-order formulae. FOIL formulae are translated to first-order formulae by guarding the
range of quantification explicitly, e.g. Ji::typeg. € is substituted with Ji. 0 <7 < mng A 6. To
deal with quantifiers, we run a customized solver with tactic 'qe’ (i.e. quantifier elimination).
The implementation and benchmarks are available at http://risd.epfl.ch/parambip.

Table 1 summarizes our experiments with three benchmarks. We conducted each exper-
iment using two kinds of templates: the expected architecture of the benchmark, and an
architecture different from the expected one. In all cases, the architectures were identified
as expected. Our preliminary results demonstrate both correctness and efficiency of our
approach.
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7 Related work and conclusions

We have shown that our framework encompasses several prominent parameterized model
checking techniques. To our understanding, the other seminal results can be integrated into
our framework: the cut-off results for disjunctive and conjunctive guards [15], network de-
composition techniques [13, 3], and techniques based on well-structured transition systems [1]
and monotonic abstraction [2].

First-order interaction logic extends propositional interaction logic [6, 7], which was
also extended by Dy-BIP [10] and configuration logic [21]. Dy-BIP extends propositional
interaction logic with quantification to define interaction topology independent of the number
of component instances. It uses dedicated history variables to break the symmetry and
specify that, throughout the system execution, successive interactions happen among the
same components. Dy-BIP does not have a mechanism, such as indexing, to statically
distinguish instances of the same component type. Hence, many architectures, e.g., token
rings, cannot be expressed. Configuration logic uses higher-order formulae to represent sets
of topologies. It does not use indexing either, thereby requiring the second-order extension
to express simple architectures such as token rings and linear architectures. Finally, no
decidability results or decision procedures have been proposed for the configuration logic yet.

In the future, we will study second-order extensions of FOIL to express more complex
architectures such as server-client whose coordinator is chosen non-deterministically. In
the long term, we plan to implement a tool that integrates multiple parameterized model
checking techniques and uses our framework to guide the verification of parameterized BIP
designs. FOIL can also be seen as a specification language for BIP interactions and used
for their synthesis similarly to [7]. Finally, it is worth investigating, whether FOIL can be
extended to include priorities as in [8].
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2006—2008. RFBR: Russian Fund for Basic Research, Project Nr. 06-01-00106-a approx. 52k €
Formal Models of Sequential and Parallel Processes and the Analysis of Their Semantic Properties MSU
Role: researcher, PI: R.I. Podlovchenko

R&D projects with industry and state companies

2009-2010. Obfuscation techniques on intermediate code representation Computer Systems Lab/MSU
Role: team lead of 1 master student and 1 PhD student, PI: R.L. Smeliansky

2007—2008. Obfuscation techniques for C++ Computer Systems Lab/MSU
Role: team lead of 1 master student and 1 PhD student, PI: R.L. Smeliansky

2008. Teachable static analysis workbench The Open Web Application Security Project (OWASP)
Role: developer, PI: D.D. Kozlov

2007—2008. Static analysis of python web applications for vulnerabilities Computer Systems Lab/MSU
Role: developer, PI: R.L. Smeliansky

Selected invited talks & lectures

Dagstuhl Seminar 18211: “Formal Methods and Fault-Tolerant Distributed Computing: Forging an Alliance”
Dagstuhl/Germany, invited tutorial What my computer can find about your distributed algorithm May 2018

Bertrand Meyer’s Vericlub seminar, U. Toulouse, Toulouse/France Nov 2016

invited seminar talk Model checking of threshold-guarded distributed algorithms: beyond reachability

Rigorous System Design Laboratory, EPFL, Lausanne/Switzerland Sep 2016

invited seminar talk Model checking of fault-tolerant distributed algorithms: safety and liveness

Workshop on Program Semantics, Specification & Verification at CSR’16, St. Petersburg/Russia
invited talk Model checking of threshold-based fault-tolerant distributed algorithms Jun 2016
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Spring School Logic & Verification, Vienna/Austria Apr 2016
lectures on Complete parameterized € bounded model checking of threshold-based fault-tolerant distributed algo-
rithms

Amazon, Herndon, VA/USA Jun 2015

invited talk Model checking of threshold-based fault-tolerant distributed algorithms

Dagstuhl Seminar: “Distributed Cloud Computing”, Dagstuhl/Germany Feb 2015
talk Model checking of threshold-based fault-tolerant distributed algorithms

Tools & Methods of Program Analysis’14, Kostroma/Russia Nov 2014

invited talk Parameterized model checking of fault-tolerant distributed algorithms by abstraction

Summer School’14: “Verification Technology, Systems & Applications”, Luxembourg Oct 2014
lectures on Model checking of fault-tolerant distributed algorithms (together with Helmut Veith)

Dagstuhl Seminar: “Formal Verification of Distributed Algorithms”, Dagstuhl/Germany Apr 2013

invited talk Counter attack on Byzantine generals

Concurrency Seminar, Computing Laboratory, Oxford/UK Feb 2011

invited talk An invariant-based approach to the verification of asynchronous parameterized networks

Teaching experience

Vienna University of Technology (TU Wien)

2013-2017. Computer Aided Verification Master students, compulsory, lectures & practicals, 3 ECTS

In 2017, held the lecture course. Until 2017, read parts of the lecture course, teaching assistance.

2013-2017. Program & Systems Verification = Bachelor students, compulsory, lectures & practicals, 6 ECTS

Teaching assistance

2011—-2015. Formal Methods of Informatics Master students, compulsory, lectures & practicals, 6 ECTS

Teaching assistance

Moscow State University (MSU)

2008—-2010. Software model checking (Dr. Savenkov) 8th semester, compulsory, lectures & seminars, 32 hrs.

Designed the course together with K. Savenkov, read parts of the lecture course, teaching assistance

2004. Seminars on The C Programming Language and UNIX 3rd semester, compulsory, 32 hrs.

Instructed at all seminars (approx. 20 students)

2005. Seminars on Syntax Analysis and C++ 4th semester, compulsory, 32 hrs.

Instructed at all seminars (approx. 20 students)

2004. Operating Systems (Prof. Terekhov) 3rd semester, compulsory, lectures, 54 hrs.

Teaching assistance

2003—-2011. Computer Networks (Prof. Smeliansky) 6th semester, compulsory, lectures, 64 hrs.

Teaching assistance

2003—-2004. The Java Programming Language optional, lectures, 32 hrs.

Read parts of the lecture course, teaching assistance
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2003—2004. MSU math entrance exams compulsory
Corrected written math exams, participated in the oral math exams

Kazakhstan branch of Moscow State Univ., Astana/Kazakhstan
2011. Software model checking 8th semester, compulsory, lectures & seminars, 32 hrs.

held the lecture course and the seminars

Tashkent University, Tashkent/Uzbekistan

2011—2013. Participated in EU project CANDI: Teaching Competency & Infrastructure for e-Learning and Re-

training
Advising
PhD students (TU Wien): Associated Faculty of Doctoral College LogiCS [logic-cs.at]
2016—present. Thanh Hai Tran (advising) with Priv.-Doz. Dr. Josef Widder
2016—present. Jure Kukovec (advising) with Priv.-Doz. Dr. Josef Widder
2015—present. Marijana Lazi¢ (co-advising) with Prof. Roderick Bloem, Priv.-Doz. Dr. Josef Widder

2011-2014. Annu Gmeiner (informal co-advising)

Parameterized model checking of fault-tolerant distributed algorithms advisor: Prof.

Master students:

2016. Jure Kukovec (Univ. Ljubljana)

Ezxtensions of Threshold Automata for Reachability in Parameterized Systems  co-advised with Prof.

2015-2016. Thanh Hai Tran (TU Wien)

User-guided Predicate Abstraction of TLA+ Specifications co-advised with Prof.

2009-2011. Alexander Mischenko (MSU)
Static Type Analysis of Python Programs on Bytecode Level

2007—2009. Denis Sigaev (MSU)

Helmut Veith

Andrej Bauer

Helmut Veith

Detection of Programs Protected from Reverse Engineering co-advised with A. Kachalin

2008. Alexey Schevchenko (MSU)
Application of Regular Model Checking to Infinite State Systems

2007. Peter Bulychev (MSU)

Game-Theoretic Methods of Protocol Verification co-advised with Prof. Vladimir Zakharov

Bachelor students:

2013. Sebastian Neumaier (TU Wien) A Simple Simulation Language for Distributed Algorithms

2011. Andrey Babak and Anton Artyomov (MSU) Static Analysis of Python Programs

Community service

Program Committees:

ACM Symposium on Principles of Distributed Computing (PODC’18)
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Formal Methods in Computer-Aided Design (FMCAD) 2017 & 2018 Vienna/Austria & Austin/TX, US

Computer Aided Verification’16 (External Reviewer Committee) Toronto/Canada
Symbolic and Numeric Algorithms for Scientific Computing 2013, 2016, and 2017 Timisoara/Romania
Stabilization, Safety, and Security of Distributed Systems’15 Edmonton/Canada

Intl. Conf. on Verification & Evaluation of Computer & Comm. Systems (VEC0S’18) Grenoble/France
Intl. Symposium on Formal Approaches to Parallel & Distributed Systems (4PAD) 2018  Orléans/France
Workshop on Methods and Tools for Rigorous System Design (MeTRiD’18) Thessaloniki/Greece
Tools & Methods of Program Analysis 2015 & 2017 St. Petersburg & Moscow /Russia
Workshop on Program Semantics, Specification, and Verification 2017 & 2018 Moscow & Yaroslavl/Russia

Parallel, Distributed, and Network-based Processing’17 (Formal approaches track) St. Petersburg/Russia
Artifact Evaluation Chair: Computer-Aided Verification (CAV’18) [cavconference.org/2018/|

Journal and book chapter reviews: FMSD (2018), LMCS (2017), ACM ToCL (2017), MAIS (2017), TIME
(2015),
Handbook of Model Checking (eds. E. Clarke, T. Henzinger, H. Veith)

Guest editor: Special issue on Computer Aided Verification’13 in Formal Methods in System Design (Springer)
(with Helmut Veith and Natasha Sharygina)

Editorial board: Proceedings of the Institute for System Programming of the Russian Academy of Sciences

since 2016 |[www.ispras.ru/en/proceedings|

External reviewer: FSTTCS’17, QEST 17, TACAS’17, STACS’17, VMCATI'17, MARS’17, ICFEM’16, CON-
CUR’16, IJCAR’16, LICS’16, EuroPar’16, AAMAS’16, CAV’15, FMCAD’15, TACAS’15, FoSSaCS’15, CAV’14,
SAS'14, GandALF’14, ESOP’14, HVC’14, CAV’13, LATA’13, SSS'13, CAV’12, NFM’12, SPIN’12, VMCAT'12,
FMICS’11, CSL’11

‘Workshop chair of CAV’13. Conference on Computer Aided Verification [cav2013.forsyte.at|

Co-organizer of FRIDA’14-18. Workshop on Formal Reasoning in Distributed Algorithms:

FRIDA’18, July 13, 2018. Co-located with CAV’18 [forsyte.at/events/frida2018]
FRIDA’17, October 16, 2017. Co-located with DISC’17 |[forsyte.at/events/frida2017|
FRIDA’16, May 17, 2016. Co-located with NETYS’16 [forsyte.at/events/frida2016]

FRIDA’15, June 5, 2015. Co-located with FORTE’15 [discotec2015.inria.fr/workshops/frida-2015/|
FRIDA’14, July 23-24, 2014. Co-located with CAV’14 [vs12014.at/frida/|

Student Award Committee. VCLA International Student Awards 2014—2015

Tools

2012—present. BYMC: model checker of parameterized fault-tolerant distributed algorithms
[forsyte.at/software/bymc|

2004—2009. CHEAPS: model checker of parameterized asynchronous distributed systems

[1vk.cs.msu.su/ konnov/cheaps]
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